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Abstract. Engineering complex highly-interactive systems consist-
ing of both human and artificial agents (actor-agent communities)
requires insight in the use and role of concepts by individuals and
in interaction between individuals (both human and artificial). In
this philosophically-oriented paper, the distinction between concept
kinds is found to depend on processing differences for these kinds,
rather than content-based or structural differences. In addition, this
leads to the characterization of a new concept kind: affordance con-
cepts. Our next step is to a) experiment with acquisition of affordance
concepts and b) investigate the role of affordances for strategic man-
agement of teams.

1 INTRODUCTION

In the near future, humans and artificial systems are foreseen to en-
gage in (even closer) collaboration. These organisations are named
actor-agent communities, in which collaboration between multiple
participants, including humans and artificial systems, takes place for
the realization of a common mission or for the support of a shared
process [45]. Within a community there are social rules that members
adhere to, and there is communication, sharing of responsibility and a
certain distinct identity among the community members. From a hu-
man perspective, an actor-agent community is not unlike any conven-
tional human community and the same traits apply. From a technical
perspective, an actor-agent community contains distributed systems
and processes that have autonomous and anticipatory capabilities and
software systems that can be referred to as agents or agent systems,
which are not intended to be ‘artificial humans’. An important char-
acteristic is that agents can compensate for human shortcomings and
amplify human competencies [23]. In addition, they can inhabit more
worlds (virtual ones, for example) than the physical 3D world where
humans operate. Actor-agent communities are typically involved in
complex collaborative decision making processes, such as the day-
to-day (air) traffic management or crisis response and management.

Actor-agent communities (AACs) require analysis as a whole, in-
cluding the triple: actors, agents and their ‘niche’ [23, 36], where
niche is characterised by requirements, constraints and opportuni-
ties. The intense collaboration between actors and agents places addi-
tional requirements on the development of artificial agents: the agents
need to ‘understand’ humans - as communication is a pre-requisite
for collaboration. A central concern in cognitive engineering is to
provide artificial systems with work domain representations that are
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compatible with those elaborated by humans. Such a compatibility
should span the hierarchical organisation of the domain as well as its
conceptual building blocks[41]. The identification of concept kinds
that can be common to both human and artificial minds is a means
via which shared situation awareness and shared meaning can be fa-
cilitated. For example, the cognitive architecture of an agent can be
designed to support the use and manipulation of such concept kinds.
Since agents in AACs are placed in a dynamic environment, they
need to adapt to unforeseen circumstances, changing goals, plans,
organisational structures and behaviour of individuals. This requires
not only adaptation of behaviour, but also the ability to acquire new
concepts (and relations between concepts) to remain effective (albeit
to a certain degree) when their environment changes.

Unfortunately, despite the wide agreement on the importance of
concepts as major constituents of human cognition, no unified, com-
prehensive and well-established theory of concepts exists, and dif-
ferent empirical findings seem to support different, when not incom-
patible, views on the matter [26]. Moreover, even though research
on concepts has been abundant in many fields, notably psychology,
philosophy, cognitive science and AI, the question of whether there
are distinct kinds of concepts has been rarely addressed, because
most of the research on concepts has focused almost exclusively on
natural object concepts (chair, bird, tool, etc.), within categorisation
tasks [37, 38].

The purpose of this paper is to further our understanding of con-
ceptual structures by addressing the question of whether distinct
kinds of concepts can be individuated, and on which basis. The im-
portance of a framework for distinguishing among different concept
kinds, including models for acquisition, reasoning, and other ma-
nipulations, thereof should not be underestimated. When develop-
ing (intelligent) agents in general, it is imperative to choose the right
processing mechanisms for the right purposes. If it is known which
concept kinds can be distinguished and if the distinction is based
upon the existence of processing differences between those kinds,
important parts of an agent’s cognitive architecture can be specified.
Although it is compelling to look for only one processing mecha-
nism ‘which suits all needs’, pragmatic experience dictates that mul-
tiple processing mechanisms within one agent are mandatory as the
‘needs’ can be extremely diverse. It is expected that the same holds
for processing mechanisms for manipulation of concepts. Our analy-
sis shows that processing-based distinctions facilitate the identifica-
tion of concept kinds, basically affordance concepts and goal-based
concepts on one side, and taxonomic concepts on the other. The pro-
cessing mechanisms taken into consideration include reasoning with
and acquisition of concepts.

The paper is structured as follows. Section 2 broadens the notion
of context to accommodate for agents that are more than reasoners.



Section 3 discusses different criteria to distinguish among concept
kinds, and argues for the superiority of a processing-based distinc-
tion. We examine the proposed categories based on structural and
processing differences, and show that the only acceptable structural-
based distinction actually reduces to a distinction based on how the
involved concept kinds are processed. We then turn to the processing-
based criterion, and account for two distinct kinds of concepts: tax-
onomic concepts on the one hand, and goal-derived concepts on the
other. Section 4 describes affordance concepts as a special kind of
concepts, and shows how affordance concepts can be characterised
in processing-based terms, along similar lines as goal-derived con-
cepts. Finally Section 5 contextualises our work and describes our
intended future research.

2 BROADENING THE NOTION OF CONTEXT

The problem of contextual reasoning has been stated as the prob-
lem of understanding and then formalise the reasoning mechanisms
employed by people when dealing with information “such that (i)
its representation depend on a collection of contextual parameters,
and (ii) is scattered across a multiplicity of different contexts.” [9]
Following this intuition, the notion of context is given a cognitive
flavour and is understood as “a partial and approximate representa-
tion used by an agent to interact with the environment and with other
agents.” An agent taking part in an actor-agent community however,
is usually more than a database of knowledge and requires the term
‘reasoning’ to be interpreted in many ways, ranging from the applica-
tion of logical rules to more general adapting, learning and problem
solving abilities. For the sake of clarity, we assume ‘reasoning’ to
imply the first characterisation, and ‘processing mechanisms’ to im-
ply the latter; in specific to include both acquisition (or learning) and
reasoning.

In this larger perspective, the ‘box metaphor’ proposed in [9] to il-
lustrate the notion of context-dependent representation can be broad-
ened (see Figure 1) and applied to behaviours in general (not only
semiotic ones). Inside the box we have any behaviour of an agent;

B1 Bn...

... Pn1P

Figure 1. A ‘box metaphor’ for contextual behaviour.

outside the box we have a collection of processing mechanisms ca-
pable of generating that behaviour. The intuition is that the charac-
terisation of what is inside the box (whether the agent is express-
ing an emotion, or whether it is acting intentionally, etc.) is deter-
mined by the kinds of processing supporting and generating it. In-
stead of context-dependent representations, we will therefore speak
of context-dependent behaviours and contextual processing. Insofar
as cognitive behaviours depend heavily on the use of concepts, our
assumption is that a theory of contextual processing should accom-
modate, among others, the existence of conceptual structures which
requires radically different processing mechanisms for their acquisi-
tion and use.

In the next section we examine different criteria to distinguish
among concept kinds, and argues for the superiority of a processing-
based distinction. According to this last criterion, we account for two

distinct kinds of concepts: taxonomic concepts on the one hand, and
goal-derived concepts on the other.

3 COMPARING CRITERIA FOR CONCEPT
KINDS

As already noticed in the Introduction, even though research on con-
cepts has been extensive and varied, the question of whether there
are distinct kinds of concepts has been rarely addressed. One of the
few attempts to bring together candidates for kinds of concepts that
have emerged across the different theoretical perspectives is to be
found in [33], where Medin et al. propose criteria based on struc-
tural differences, processing differences, and content differences for
distinguishing concept kinds.

Already in [33] the idea that kinds of concepts can be individu-
ated by referring to content-laden differentiating principles is criti-
cised. The content-based criterion in fact is grounded on the claim
that different domains of conceptual knowledge can be individuated
(e.g. naı̈ve biology, naı̈ve psychology, naı̈ve physics). Such a claim
however, though having some empirical foundations [13], is far from
being validated, and it is very difficult to give a precise definition of
domain [22]. For this reason we maintain that the actual choice for
providing a characterisation of concept kinds is between structural
and processing differences.

3.1 Structural differences

Criteria for kinds of concepts based on structural differences would
distinguish among different kinds of concepts by looking at differ-
ences in the kinds of their constituent features, and in the relations
among them. The implicit assumption is therefore that concepts can
be analysed into constituent features. Usually, evidence is first pro-
vided for a category distinction. Then the hypothesis of structural dif-
ferences among the corresponding concepts is stated, assuming that
concepts must be distinct if the associated categories are distinct.

In the literature, distinctions have been proposed that rely on the
following oppositions: i) necessary and sufficient defining features
vs. defining features that are only probable; ii) compositional fea-
tures vs. functional features; and iii) perceptual features vs. relational
features.

Case i): The classical view on concepts, according to which con-
cepts are structured entities encoding necessary and sufficient defin-
ing features for their instances, is opposed to the prototype theory,
according to which only probable features are encoded [26]. The
opposition between the two views is cast in terms of how concept
constituent features are to be used in the process of identifying mem-
bers of a given category: an all or none matching process is used in
the classical case, while a partial or probabilistic matching process
is used in the prototype case. However, in [3] it is argued that, since
graded responses are found also for well-defined categories such as
PRIME NUMBER, the distinction between well-defined and fuzzy cat-
egories is ill-grounded. This suggests to discard the idea of a distinc-
tion between classical (or well-defined) concepts on the one hand,
and prototype concepts on the other.

Case ii): Another category distinction that has been proposed
[25, 8, 34] opposes natural kinds to artifacts on the basis that peo-
ple consider features referring to internal structure to be criterial for
membership within natural kinds, while they consider functional fea-
tures to be criterial for membership within artifact categories. For ex-
ample, [34] shows that external transformation (e.g. due to chemical
hazards) is less likely to change natural kinds’ identity than internal



transformation (such as internal maturation), while artifacts member-
ship tends to change if the transformation involves the function of the
artifact (e.g. a tire that cannot roll after transformation).

However, a successive study [29] shows that in certain cases physi-
cal properties of artifacts (for example, for boats, the fact that they are
wedge-shaped, with a sail and anchor, etc.) were judged to be more
important than, or just as important as functional properties (such as
carrying people over a body of water for purpose of work or recre-
ation), thus making the alleged distinction less clear-cut. A deeper
explanation of the various data, which provides a coherent picture of
the phenomena, is to be found in [2]. In this work Ahn proposes a
causal status hypothesis, according to which the centrality of a fea-
ture to a category does not depend on the kind of feature but rather
on the causal role that the feature plays (relative to the other features
in the category). In other words, given a set of causally related fea-
tures, the experiments done by Ahn show that in general people are
biased toward considering features that serve as causes of other fea-
tures more central to category membership than their effects. These
findings considerably reduce the claim that natural kinds and artifacts
are two separate domains and that different features are more central
in categorisation as a result of this domain distinction.

Case iii): In linguistics and psychology a distinction is made be-
tween object (or noun) concepts, corresponding to clusters of per-
ceptual features, and relation (or verb) concepts, corresponding to
relational properties. Cross-linguistical studies such as [27] show
that lexical entries corresponding to perceptual chunks are consis-
tent through different languages/cultures, while lexical entries corre-
sponding to relational structures tend to vary. Also, studies on how
children acquire language, such as [40, 10, 44, 46], seem to support
an early bias towards noun acquisition and production.

In order to explain which words are earliest learnt by children
and why, in [16] Gentner et al. show that the word acquisition pro-
cess can be characterised by either cognitive dominance or linguistic
dominance. In the case of cognitive dominance, aspects of percep-
tual experience form inevitable conflations that are conceptualised
and lexicalised, while in the case of linguistic dominance, the world
presents perceptual bits whose clumping is not pre-ordained, and it
is the linguistic interaction that guides how the bits get conflated into
concepts. The authors claim that dominance is divided along the con-
tinuum from open-class terms to closed-class terms: “At one extreme,
concrete nouns — terms for objects and animate beings — follow
cognitive-perceptual dominance. They denote entities that can be in-
dividuated on the basis of perceptual experience. At the other ex-
treme, closed-class terms — such as conjunctions and determiners
— follow linguistic dominance.” The consequences in term of early
word learning is an early predominance of names for objects and in-
dividuals, and a later increase in the proportion of relational terms.
This is so because noun referents are easier to individuate than verb
and other closed-class terms referents. The child’s task when learn-
ing language is one of attaching words in the stream of speech to
their referents in the stream of experience, via the conceptual space.
Given the fact that concrete objects have already been individuated
prelinguistically, as reported in [4], the acquisition of concrete nouns
reduces to finding the correct linguistic label. In contrast, as argued
in [16] “for verbs and other relational terms, isolating the word is
only part of the job. The child must also discover which conflation of
the available conceptual elements serves as the verb’s referent in her
language.”

In the light of evidences from the fields of psycholinguistics
and language development, the distinction between object concepts,
based on the clustering of perceptual features, and relation con-

cepts, based on the clustering of relational features, appears to be
granted. However, the hypothesis of the division of dominance refers
to the acquisition process of the proposed concept kinds (object
concepts are acquired pre-linguistically while relation concepts are
acquired through linguistic interaction), and therefore establishes a
processing-based distinction rather than a structural one.

3.2 Processing differences

When processing differences matter, the candidates for concept kinds
that have been discussed in the literature are taxonomic concepts vs.
goal-derived concepts.

Taxonomic concepts: Taxonomic categories and the correlated
concepts have been proposed and studied by Rosch [35]. According
to Rosch, two general principles underlie the human ability to form
taxonomies: the cognitive economy principle, asserting that the task
of a category system is to provide maximum information with min-
imum cognitive effort; and the perceived world structure principle,
asserting that the perceived world comes as structured information
rather than as arbitrary or unpredictable attributes.

This last principle in particular explains the characteristic
exemplar-based formation process of taxonomic concepts, which can
be summarised as follows [30]: It is an empirical fact that certain
combinations of attributes are quite probable, in the sense that they
often appear together (for example, wings co-occur with feathers
more than with fur, shape co-occur with similarity of movement more
than with similarity of colour, etc.) Humans seem to be predisposed
to take certain attributes as reliable indicators for kind membership
(‘kind syndrome’). Therefore, they tend to group together objects
that are similar under those attributes as belonging to the same kind.
This provide sets of clustered exemplars that can be successively
analysed to extract cognitively more economical representations for
the clusters.

Taxonomic concepts and the related categories are therefore cre-
ated to capture the correlational structure of the physical world, and
their acquisition process is a case of exemplar-based learning. Since
category knowledge is induced from experiences with exemplars
(and then internally represented in a more economical form), clus-
ters of exemplars must be readily available before the actual learning
process starts. In particular, the clustering is done according to the
‘kind syndrome’ as discussed by Margolis in [30].

Goal-derived concepts: In [5, 6, 7] Barsalou contrasts taxonomic
categories (also referred to as object categories) and goal-derived cat-
egories on the basis of several differences: unlike object categories,
goal-derived categories may activate context-dependent features of
category members; their members are not especially similar to one
another, so they violate the correlational structure of the environment
that is exploited by taxonomic concepts; their typicality is based on
proximity to ideals rather than on central tendency3; they are ac-
quired through conceptual combination rather than exemplar-based
learning. It is this last issue that grounds the distinction between tax-
onomic concepts and goal-derived concepts in terms of processing
mechanisms.

�

An ideal is a characteristic that exemplars should have to serve a goal op-
timally. For example, zero calories is an ideal for the category food in the
context foods to eat on a diet. Central tendency, instead, is the average
characteristics of a category’s exemplars. Both ideals and central tendency
information may provide content for a prototype, and proximity to ideals
works also for taxonomic concepts, e.g. in expert judgements about typi-
cality. Actually, it seems that central tendency plays a role only for relative
novices [28].



According to Barsalou, goal-derived concepts and the correspond-
ing categories are built when constructing plans to achieve goals, for
example the concepts ‘people to visit in California’ or ‘foods to eat
on a diet’. The methodology proposed in [7] to study goal-derived
concepts and categories is therefore based on a protocol analysis of
planning. When planning an event (e.g. a vacation), the first thing
that seems to be done by people is to retrieve a frame for that event,
that is a set of attributes that can take different values across different
instantiations of the same event. Usually, the frame is retrieved only
partially and not as a rigid structure: sometimes important attributes
are just ‘forgotten’ by one subject; the order in which attributes are
considered varies with the subject; etc. However, once the appro-
priate frame has been retrieved, people begin to instantiate the vari-
ous attributes, adopting particular values for use in the current frame.
This instantiation process normally follows a process of successive
refinements: first, a general class of instantiations is produced, and
then this class is refined down to more specific instantiations. For
example, when trying to instantiate the temporal attribute of a vaca-
tion, a subject might begin with the concept ‘in October’; that same
subject might then continue with the refinement ‘towards the end of
the month, possibly a week-end’, ending up with the more specific
concept ‘a week-end towards the end of October’.

These successive sets of instantiations for frame attributes are
what Barsalou calls ‘goal-derived concepts’ and the previous exam-
ple shows both how goal-derived concepts are involved in planning,
and also how their formation exploits a process of conceptual com-
bination. Such a process is substantially different from the exemplar-
based learning involved in the acquisition of taxonomic concepts.
Goal-derived concepts (and their corresponding categories) are ac-
quired through conceptual combination because the process of frame
attributes instantiation giving rise to them, actually involves the com-
bination of increasingly specific properties with the existing, current
attribute description. This implies that exemplars for these concepts
are not known before hand, but are actually formed while the concept
and its corresponding category are formed.

In the next section we discuss affordance concepts and show how
this kind of concepts can be characterised in processing-based terms,
along similar lines as goal-derived concepts.

4 AFFORDANCES AND AFFORDANCE
CONCEPTS

The notion of affordance is due to J. J. Gibson, but has never been
given an ultimate definition by its creator [24]. Along Gibson’s writ-
ing in fact there is a tension between considering affordances as ‘per-
ceptual invariants’ [21] and considering them as ‘possibilities for ac-
tions’ [19, 20]. In order to define affordance concepts, we refer to the
second connotation.

4.1 Introducing affordance concepts

According to Gibson, affordances become apparent when perception
is approached from an ecological perspective. A basic assumption
of the ecological perspective is that the animal and the environment
have been co-designed through evolution and are therefore ‘mutu-
ally compatible’. This implies that the animal and the environment
can only be adequately described when considered in relation to one
another. So, to say that animals can detect affordances actually is
to say that animals have been designed by evolution to detect prop-
erties of the environment that are directly relevant to them, usually

because their survival depends on these properties (for example, sur-
faces, textures, substances, but also properties such as ‘graspable’,
’stand-on-able’, sit-on-able’, etc.)

To make this notion of relevance more precise, we say that given
an autonomous agent inhabiting an environment where different
kinds of objects exist, these objects can be partitioned into relevant
and irrelevant (for that agent) depending on whether they can modify
the agent’s internal states, and hence be useful or dangerous, when
acted upon. Slightly differently, if the agent has goals pertaining to its
internal states (e.g. the goal of increasing its internal energy), we also
say that a category of objects is relevant for an agent either because
the objects can be used to achieve the agent’s goals, or because they
prevent such an achievement. For example, if the agent has the goal
of increasing its internal energy and eats an object

�
to achieve such

goal, then
�

is said to belong to a relevant category, the category
‘Food’ or ‘Edible items’.

Our proposal is to consider an affordance concept to be a concept
denoting a relevant category of objects, in the sense defined above.
Affordance concepts are tightly related to the notion of action, insofar
as the objects subsumed by affordance concepts are individuated by
acting on them. Given an agent and an action � performed by that
agent, we can in fact distinguish the objects that satisfy the agent’s
expectations on the results of acting with � upon them, and those that
do not. This leads to the notion of positive and negative affordance
concepts, respectively. For example, if we call Food the class of all
the objects that satisfy an agent’s expectations on the results of eating
(e.g. an increase in its energy level), then the concept associated to it
is a positive affordance concept, and we say that ‘food items’ afford
eating.

4.2 Processing mechanisms

How can we tell whether an agent can think of an affordance concept,
for example one that corresponds to the category Food? Assume we
observe an agent and see that, when it is hungry, it does not just try
to eat whatever happens to be near it, but continues moving around
until it finds something that has a certain appearance, something that
‘looks like food to it’. To generate the observed behaviour, the agent’s
architecture might contain a condition/action rule expressing some-
thing like If hungry and sense item with features � ����������� �	� in visual
field, then approach it and eat it; else move on. Shall we say that
such an agent has an affordance concept FOOD that corresponds to
the category Food, as described above? Our answer is no, or at least
not if this is the whole story about our agent. Probably, something
like the rule we sketched above should be present in the agent’s ar-
chitecture, but what really matters in order to establish whether the
concept FOOD is present, is how such a rule happened to be part of
the architecture, in particular whether it is innate or acquired, and
whether it has special relations with other rules. Our intuition is that
we should say that the concept FOOD is present if i) the rule has
been acquired and ii) the acquisition process exploited the relation
between the action of eating and the expectation of an increase of the
internal energy as a result of eating.

Many studies in the past quarter century have examined the phys-
ical basis for perception of affordances, such as the climbability of
steps [43], the safety of gaps [12, 32] and the suitability of different
surfaces for locomotion by infants at different stages [1]. These stud-
ies address the issue of unveiling the invariants grounding the affor-
dance in question (e.g. a stair raiser being less than 88% of a person’s
leg length), but the issue of whether and how affordances (and affor-
dance concepts) are learned is rarely addressed. One exception is the



theory proposed by E. Gibson in [17, 18], according to which learn-
ing affordances is a process of differentiation and selection which
involves learning the relations between the organism’s power of con-
trol and some opportunities or constraints offered by the environ-
ment. The first step in affordance learning is an exploratory activ-
ity, whose main output is learning control of an event. This requires
learning how to orchestrate a sequence of self-generated actions in
preparation for an anticipated outcome. An important part of the ex-
ploratory activity is the observation of consequences of actions. Hu-
man perceptual systems are designed for cycles of perception-action,
and when some kind of environmental contact is achieved through
action, the contact will be perceived in its turn, and its usefulness
(uselessness) can be evaluated.

The next step is a selection process whose output is the selection or
recognition of an affordance relation. E. Gibson proposes two main
principles of selection: i) selection for an affordance fit, and ii) selec-
tion for unity, order and economy. What has to be differentiated and
then selected is a sequence of actions. The selection is determined
(at least partly) by the kind of fit between actions performed and the
ensuing consequences. In most cases, good fits are those obviously
serving functions that are of biological value to the organism.

Since economy of action and reduction of perceptual information
also works as principles of selection for increasing specificity, over
development perception-action cycles becomes more and more re-
fined and better differentiated thanks to constant practice. An exam-
ple is the achieving of economy by generating a characterisation of
classes of objects presenting a certain affordance fit, such as gras-
pable or edible, in terms of external features.

Some recent findings reported in the AI literature appear to cor-
roborate E. Gibson’s insight. In particular, [39] shows that given the
desired effect (in this case, the attachment of an object to a robot’s
body, so that the object’s movements can be controlled) and infor-
mation about an object shape, the appropriate behaviours to be per-
formed to obtain the desired effect can be induced. This corresponds
to the exploratory activity step individuated by E. Gibson. Examples
of the second step individuated by E. Gibson, the selection process,
are given in [14, 15, 42] where the authors show that given an hard-
wired association between survival-related internal variables, moti-
vations and behaviour execution, it is possible to infer whether a par-
ticular object in the environment is suited to a particular interaction.
This actually corresponds to learning information about the objects’
potential for action, that is learning affordance concepts in the sense
described above. To summarise, the architectural feature that enables
an agent to acquire affordance concepts is the fact that any internal
state of the agent which deviates from stability triggers both the in-
tention to perform a certain action, and an expectation, with a definite
content, on the result of the action (in terms of a resulting new inter-
nal state). For any agent that has these initial characteristics there is
a space of possible affordance concepts that the agent can learn.

4.3 An additional concept kind

We can now compare affordance concepts and goal-derived concepts
with respect to the processing mechanisms that needed to acquire
them.

In both cases, exemplars are not known before the concept and its
corresponding category are formed. In the case of affordances, the
subject does not know in advance whether or not a certain exemplar
is useful (or useless) in a given situation, so the first step of the learn-
ing process is the formation of a notion of usefulness, which con-
stitute the functional aspect of the affordance concept; this notion is

then used to judge in any particular situation whether an encountered
exemplar is or is not a good candidate for that particular notion of
usefulness. Affordance learning is not therefore an exemplar-based
learning. However, it does also not rely on a process of conceptual
combination, as it was the case for goal-derived concepts, because
the formation of the notion of usefulness is grounded on the actual
interaction with the environment, and not on some previously estab-
lished knowledge of other concepts.

To conclude, we can say that affordance concepts and goal-derived
concepts can be grouped together as concepts that are learnt in a me-
diated way, in the sense that clusters of exemplar are not available
before the learning process; instead, a prior formation of clustering
criteria is required. Both affordance and goal-derived concepts can
therefore be opposed to taxonomic concepts, which are exemplar-
based. On the other hand, affordance concepts and goal-derived con-
cepts are distinct with respect to the intermediate clustering step that
is involved: goal-derived concepts require a process of conceptual
combination, while affordances require direct interaction with the
environment.

5 DISCUSSION

An important finding in this paper is that processing-based distinc-
tions facilitate the identification of concept kinds. For goal-related
concepts different processing is required (usually without the use of
exemplars) than for taxonomic concepts. An additional finding by
distinguishing processes is that affordance-related concepts can be
identified as a separate concept kind. The proposed characterisation
of those concept kinds can be summarised as follows: Taxonomic
concepts accounts for regularities in the environment, independently
of the agent, and rely on observation. Affordances and goal-based
concepts account for regularities in the coupling of the agent with
its environment, and rely on interaction. The distinction of differ-
ent learning processes (for goal-related concepts: conceptual combi-
nation; for affordance-related concepts interaction with the environ-
ment; for taxonomic concepts: exemplar-based learning) gives addi-
tional insight in the role and use of concepts in agents.

Our main research effort is focused on actor-agent teams AACs.
With respect to the role and use of concepts and concept kinds in
AACs, we plan the following subsequent research activities. On the
one hand we aim to experiment with affordance-based learning ap-
proaches to enable an agent to adapt its behaviour to its (changing)
simulated environment, albeit at the level of interaction with (physi-
cal) objects and properties thereof. In addition, we intend to explore
the notion of affordances, to the extent that it can apply to strate-
gic notions, such as those found in the management of teams. This
is to be grounded by experimentation with human teams, as well as
by experimenting with agents capable of applying affordances at a
strategic level.
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