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Abstract

Much work in AI is fragmented,partly becausethe subjectis so hugethat it is difficult for
anyoneto think aboutall of it. Even within sub-fields,suchaslanguage,reasoning,andvision,
thereis fragmentation,asthe sub-sub-fieldsarerich enoughto keeppeoplebusy all their lives.
However, thereis a risk that resultsof isolatedresearchwill be unsuitablefor future integration,
e.g. in modelsof completeorganisms,or humanlike robots. This paperoffers a framework for
thinkingaboutthemany componentsof visualsystemsandhow they relateto thewholeorganism
or machine. The viewpoint is biologically inspired,usingconjecturedevolutionaryhistory asa
guideto someof thefeaturesof thearchitecture.It mayalsobeusefulbothfor modellinganimal
visionanddesigningrobotswith similar capabilities.

1 Introduction

Seeingis believing — amongmany otherthings,andthere’s the rub. It is a biological fact that (in humans)
visionfeedsandcorrectsbeliefs,but that’snotall: it alsoparticipatesin posturecontrol,in tight feedbackloops
aswe pick thingsup andin ballistic actionslike throwing a ball into a bin; it canproduceembarrassment,
aestheticpleasureor pain,sexual arousal,changesin how we hearspeech[11], nausea(becausewhat is seen
disgustsusor becauseof perceivedmotion);andit caninform usthatsomethingis impossible(e.g. thechair
goingthroughthenarrow doorway)andwhatmightexist or is likely to exist [20], e.g.,seeingpossiblecourses
of action(possibleroutesacrossaclutteredroom)or how amechanismworks,or thedangerthataconstruction
is aboutto becomeunstableor the risk of the toddler falling into the fish-pond. Theseareall examplesof
Gibson’saffordances[7, 16], generalisedbelow.

It is not all one-way traffic: what we seecandependon what we alreadyknow (e.g. readingwords,or
seeingthedifferencebetweenapairof identicaltwinsonly aftergettingto know them),onwhatwewant,what
we aredoing,or what we areafraid of aswe walk througha forest in dim light. Seeingcanalsotake many
forms,includingaclearanddistinctpercept,like thesightof yourhandbeforeyour face,with all thedetailsof
skin texture,or a fleetingimpressionin thevisualperiphery, a subconsciouslydetectedchangein opticalflow
thatmakesyou loseyour balance[10], sensingthehostility asyou entera room,or experiencingthe strange
effect in Figure1. Anotherbiological fact is thatmuchhumanvisualprocessing,like muchelsein themind,
is not accessibleto consciousness.E.g. we do not experienceusingoptic flow to controlour posture.Soour
experienceof seeingis at besta partialguideto thefunctionsevenof our own vision.

Canwehopeto explainandmodelall theseaspectsof biologicalvision,orbuild theminto robots?Solutions
foundfor isolatedsub-problemsmaybeconstrainedin waysthatpreventintegration.Integrationwill notoccur
if peopleworking in differentsub-fieldsdo not communicate,painful thoughthat may be when thereis so
muchto do in one’sown sub-field.But communicationis not enough.We needa conceptualframework anda
methodologyto supportattemptsat integration. This paperoffersoneby sketchingideasaboutpossiblehigh
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Figure1: Somepeople,but not all, seeanon-geometricdifferencebetweentheeyes.

level architecturesin whichdifferentprocessescanbecombinedin anorganism,or robot.Thoughspeculative,
theframework is aresultof many yearsof thinkingabouttheproblems1 andinspirationfrom many researchers
in AI, psychology, neuroscience,ethology, biological evolution, andphilosophy. We usepartly speculative
evolutionaryhistoryasacoarse-grainedguideto somearchitecturalfeatures.Thisbiology-inspiredframework
mayalsobeusefulfor theextraordinarilydifficult engineeringtaskof building completerobotswith capabilities
similar to humans.

Noneof this is intendedas a critique of work on imageanalysisand interpretationthat solvesspecific
engineeringproblemswithoutbeingintegratedinto acompleteagentarchitecture.Suchsolutionscanbejudged
in relationto their objectives.

2 Overview of the CogAff framework

We offer a framework for thinking aboutdesignoptionsfor informationprocessingarchitecturesfor complete
animal-like agentsof variouskinds, including insects,varioussortsof vertebrates,primatesandhumans,and
artificial softwareagentsandrobots.Theinformationprocessingarchitectureneednot mapin any simpleway
ontobrainphysiologyor computationalhardware: it is a “virtual machine”(VM) architecture,in thestandard
sensein computerscience,e.g. wherethe sameProlog or Java virtual machinemay run on very different
hardwarearchitectures.Virtual machinesare,of course,real machines,andcanperformreal tasks,suchas
controllinga chemicalplant,solvingequations,or re-formattingadocument.(Thispoint,andtheimplications
for causationin VMs is discussedon my website.)

Ourframework,called“CogAff ” becauseit accommodatescognitionandaffect,is basedontheobservation
thatwithin anorganismtherecanbedifferentsortsof VM architecturesandsub-architectureswhich evolved
at differenttimes,whosetasksarevery different,andwhich canbesub-dividedin differentways,asindicated
crudely in Figure2. For instance,in humansthereare informationprocessingmechanismsconcernedwith
managingmany aspectsof bodily andmentalfunction; mechanismsconcernedwith low level, fine grained
control of walking, graspingandotheractions;mechanismsconcernedwith thinking aboutpossiblefutures,
evaluatingthem,makingplans;mechanismsconcernedwith self monitoring,self evaluationandself control;
mechanismsconcernedwith beingpartof a socialcommunityrequiringmany formsof cooperative andnon-
cooperative, verbal and non-verbal interaction. Each of thesemechanismsmay have a complex internal
architecture,andeachmay requirespecialisedperceptualinput andmotor outputcapabilities,many of them
servedby vision.

We candistinguishreactive2 mechanisms,wherestatesor eventsdetectedby externalor internalsensors
immediately trigger external or internal responses,from deliberative mechanismsin which alternative
possibilitiesfor action can be considered,categorised,evaluated,and selectedor rejected. More powerful
deliberativemechanismscando “what if ” reasoningaboutthepastor future,or evencounterfactualreasoning

1Seefor instance[15, 16, 17,18, 19,20,21, 24,23, 22, 25]
2For someresearchersthe term “reactive” implies no changeof internalstate. For others,the term is not so restrictive: it includes

finite-stateautomata,andvariouskindsof adaptive neuralnets,but excludesdeliberative capabilitiesof thesortsdescribedbelow. I use
theword in themoregeneralsense,asdoesNilssonin [14].
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Figure2: Two coarsedivisionsof informationprocessingarchitectures
(a) Organismsand robots require perceptual mechanismsand action mechanismsof varying degrees
of sophistication,along with somepersistentinternal statewhich may be modifiedover various time-
scales:Nilsson’s (1998)“triple tower” model.Arrowsrepresentflow of informationandcontrol signals.
Boundariesbetween“towers” neednot besharp.(b) Anotherarchitectural divisionconcernsmechanisms
that evolvedat different times,providing reactive, deliberativeandmeta-managementcapabilities.Below
wesuperimposethesedivisions.

abouthow thingsmight have been. The depth,precisionandsoundnessof suchreasoningcanvary. Some
organismsneeda third meta-managementlayer[2, 25] to monitor, categorise,evaluate,and(partially) control
processesoccurringwithin the system. This requiresexplicit useof formalismsand conceptsreferring to
internalvirtual machinestates.

Reactive mechanismsandarchitecturesevolvedfirst andaremostwide-spreadin nature,in multitudinous
forms. Deliberationevolved much later, and is much rarer. Sophisticatedvariantsrequire a long term
associative memory and symbolic reasoningcapabilitiesusing a short term re-usablememory in which
structuraldescriptionscan be built. This imposesdemandson perceptualmechanismsto recognisemore
abstractcategories, suitablefor expressinggeneralisations,and on motor systemsto acceptmore abstract
“instructions”.Meta-managementevolvedevenlater, andis rarerstill.

Single-celledorganisms,plants,insectsandmany otheranimalsapparentlylackany deliberativecapability,
thoughsomemammals(andpossiblysomenest-building birds?)seemto beableto consideralternativesand
thenchoose. Moreover, without meta-management,they will not be aware of what they are doing, just as
insectsperceive without knowing that they do (e.g. becausethey lack mechanismsandformalismsfor self-
description).Humansappearto have all threearchitecturallayersthoughprobablynot at birth. Conceptsused
for self-categorisationmayalsobeusefulfor describingmentalstatesof others,andviceversa.For somesocial
animals,for predatorsandfor prey, beingableto perceivementalstate(e.g.intentions)canbeveryuseful.

The threelayersoperateconcurrently, anddo not form a simpledominancehierarchy. For instance,the
two top layerscannotdirectly changethe contentsof the reactive layer, thoughthey may be ableto change
it indirectly through training, e.g., when a novice learnsa new skill, such as driving a car, by following
instructionsandpractising.

How finely to divide up the layersis partly a matterof taste: someauthorse.g. [5] prefer to separate
reflexesfrom thereactive layer, andsome(e.g. Minsky) would preferto split off someof thehigh level meta-
managementfunctionality into a separatelayer. It is likely thata hostof furthersubdivisionswill laterprove
useful.
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Figure3: Doesvision inform only aboutgeometricalandphysicalproperties,or
doesit includemoreabstractinformation,e.g.which wayananimalis facing?

3 Implications for vision

If the visual systemsimultaneouslyserves the needsof all threelayers,then perhapsit too hasa complex
architecturewith layersthat evolved at different times, achieving different sortsof functions,all of which
build on the lowest level mechanismssharedby all sub-architectures.This generalisesGibson’s notion
of “affordance”[7]. He claimedthat perceptualmechanismsgive an organisminformation not only about
physicalfeaturesof the environment,but, moreimportantly, what the opportunitiesandobstaclesto various
kinds of actionsare: a far moreabstracttype of information. Thussomeobjectsareseento offer positive
affordances,suchassupport,passageor shelter, othersnegative affordances,suchasobstruction,difficulty in
grasping,danger, etc. Affordancesarein partdeterminedby the organism’s own needsandcapabilities.For
instance,a type of organismthat cannotgraspor never needsto graspanything, or to recognisegraspingin
others,might never perceivegraspability. This aspectof Gibson’s theoryis independentof otherquestionable
aspectsincludinghis notionof perceptionas‘direct’, andhis rejectionof therelevanceof representationsand
computationto perception.

For Gibson,the positive and negative affordancesperceivableby an animal concernthe whole animal.
However, thenotion that therearemany perceptualsubsystemsperformingdifferenttasks,even if they share
a sensoryorgan, leadsnaturally to the notion that thereare different affordancesto be detectedwhich are
relevantto theneedsandcapabilitiesof differentsubsystems.Soascentralsubsystemsevolvewith new needs
andcapabilities,this candriveevolution of theperceptual“tower” towardsa concurrentstratifiedsystemwith
new specialisedperceptualVM capabilitiestailoredto the needsof particularcentralsubsystems.Examples
might betheevolution of visualmechanismsfor detecting3-D shapecategories,or for recognisingindividual
faces,or mechanismsconcernedwith perceptionof mentalstate(seeFigures1 and3) andsocialinteractions.

Our conjectureis that in morecomplex animalsthereareessentiallyseveral different visual systems,all
sharingacollectionof physicalresources,suchaslenses,retina,eyemuscles,opticnervesandpartsof thebrain
dealingwith someof theearlieststagesof visualprocessing.Someof thesharingwill involvemechanismsthat
processdifferent informationobtainedfrom the eyesin parallel,usingdifferentpartsof the brain e.g. when
your posturecontrol mechanismandyour route-findingsystemsboth usevisual informationsimultaneously.
However conflictscanarise,leadingeitherto clashesor to sequentialuse,e.g. if differentsubsystemsrequire
differentdirectionsof gaze[17].

Dif ferentkinds of familiar visual ambiguity illustrate the variety of typesof visual tasks. In the necker
cube,shown in Figure3, thevisualflip is purelygeometric,betweeninterpretationsof theimagewherethere
aredifferentdistancesandorientationsof surfacesandedges.This is consistentwith Marr’s view in [12] the
‘quintessentialfactof humanvision – thatit tellsaboutshapeandspaceandspatialarrangement’.In theduck-
rabbit,however, thereis nogeometricflip: thechangeis muchmoreabstractandinvolvesbothchangesin how
partsareidentified(e.g.earsvsbill) andmoreabstractnotionslike “f acingthis way”, “f acingthatway” which
presupposesperceptionof otherorganismsseenasperceivers. Therearemany sortsof thingshumanscansee
besidesgeometricalproperties:thatoneobjectis supportedby another, thatoneobjectconstrainsmotion of
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another(e.g. a window catch),thatsomethingis flexible or fragile, which partsof anorganismareears,eyes,
mouth,bill, etc.,whichwaysomethingis facing,whatactionsomepersonor animalis aboutto perform(throw,
jump,run,etc.),whetheranactionis dangerous,whethersomeoneis happy, sad,angry, etc.,whetherapainting
is in thestyleof Picasso...

Investigatinghow suchperceptionoccurswill include investigating(amongother things) (i) the precise
natureof the information, (ii) architecturescapableof using the information, (iii) formalismsthat can be
usefullyemployedto storesuchinformationand(iv) meansby which suchinformationcanbeproducedand
processed.

Ourdiscussionof multiple functionsfor vision is consistentwith thenow familiar ideain neuropsychology
that there are different dorsal and ventral visual pathways [8] performing different tasks. However our
framework suggeststhatdescribingtheseas‘what’ and‘where’ pathwaysis misleadingif themaindifference
is not somucha differencein content, asa differencein which sub-mechanisms,e.g. reactive or deliberative,
online or ballistic, individual or social, use the information. In particularwe conjecturethat what we are
consciousof seeingiswhatthemeta-managementsystemcanaccess,probablyaverysmall,speciallyprocessed
subsetof visualinformationusedin variouspartsof thesystem.A machinesodesignedmightre-discoverwhat
philosopherscall ‘sensoryqualia.’ Onesort of blindsightoccurswhenthosemeta-managementmechanisms
aredamagedwhile thereactive layercontinuesto function.

ALARMS

Central
Processing

Perception Action

Meta-management
(reflective processes)

Deliberative
reasoning

Reactive mechanisms

Figure4: Superimposingthepreviousdivisions
Thedivisionsof Fig 2 canbesuperimposed,producingnew sub-typesof components,with functionsdefined
byrelationshipsto otherpartsof thesystem.A fastreactivealarmsystemreceivesinputsfrom,andcansend
control signalsto, manycomponents.Shadedarrowsrepresentinformationflowing to and fromit. Being
purely reactiveandpatterndrivenit will typically bestupidandcapableof mistakes,but maybetrainable.
Aninsect’sarchitecturemightincludeonly thebottomlayer, with alarmmechanisms.Someanimalsappear
to havereactiveanddeliberativelayers. Humanshaveall three.
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4 The variety of biological architectures

The CogAff schemain Figure4 is not so mucha specificarchitectureasan indicationof varietiesof roles
that componentsof an architecturecanhave. Many organismsandartificial systemswill have only a subset
of the components,andsomeartificial systemsmay not fit the schema,e.g. distributedsoftwareagents.We
conjecturethatinformationprocessingarchitecturesof individualbiologicalorganismsareadequatelycovered,
thoughnot whole colonies. An insectmight have only the bottom,reactive, layer, possiblyincluding alarm
mechanisms— unlike purely deliberative AI systems. Other animalsand somerobotsmay have a hybrid
reactiveanddeliberativemechanism,with varyingsophisticationin thedeliberativemechanism.

Visualmechanismsfor primitive reactive agentsmight detectedges,opticalflow, imagestatistics,surface
orientation,etc. More sophisticatedreactive agentsmay recognize,andreactto, moreglobal structures,e.g.
objectsto eat,or matewith.

Visual systemsfeedingdeliberative capabilitiesneedto characteriseobjects,statesof affairs, or action
patternsata level of abstractionsupportingpredictivegeneralisations(e.g.“if it seesmeit will run”).

Co-evolutionof meta-managementandsocialperceptioncouldleadto theability to perceivementalstates
of otheragents(Figure3 (b)), solving the “mind-body” problem. But thereis muchwe don’t yet understand
aboutpossibleevolutionarytrajectories[22].

The architecturallayersdescribedhereshouldnot be confusedwith Marr’s threemethodologicallevels.
Severalmulti-layerarchitecturesoccurin theAI literature,thoughsuperficiallysimilar diagramsmaybeused
for verydifferentdesigns.E.g.,the‘triune brain’ architecturein [1] lookspartly likeour threelayeredsystem,
but closerinspectionrevealsa pipelinedarchitecture:Information flows in throughlow level sensors,then
up the central hierarchy, then, after high level decisionmaking, down through the central pillar and out
throughlow level transducers.We call this an ‘Omega’ architecturebecausethe information flow pattern
within theCogAff diagramis roughly

�
-shaped.Such“peephole”perceptionandactionmechanismscontrast

with“multi-window” perceptionandactionpermittedby CogAff. Anotheralternative is Brooks’ subsumption
architecture[3, 4]: it allows several layers,but they areall reactive (i.e. non-deliberative),entirelywithin the
bottomlevel of theCogAff schema.

Detailedrequirementsfor variousarchitecturalcomponentsneedto be analysedfurther. Becauseof the
natureof accessto a large contentaddressableassociative memorystoreandalso the requirementfor a re-
usabletemporarystoragespacefor ‘what if ’ descriptions,a deliberative systemis likely to be slow, discrete
andserial,comparedwith fast,parallel,andlargely analogreactive mechanisms.For this reason,in a hybrid
reactiveanddeliberativesystem,it maybenecessaryto havean“attentionfilter” with dynamicallyvaryingfilter
thresholdto protecttheresource-limiteddeliberativemechanismfrom beinginterruptedtoooftenduringurgent
andintricatetasks(asshown schematicallyin Figure5) – explainingwhy soldiersin battledon’t noticesome
injuries.Alarm statesor intenseperceptualinputsmaybecapableof exceedingthefilter threshold,sometimes
producingemotions[25].

Omega andsubsumptionmodelshave a rigid control hierarchy, but that is not the only possibility. Our
framework allows systemswhereall the layersandthealarmsystem(s)operateconcurrently, each(partially)
capableof interruptingandredirectingtheothers.

Themeta-managementlayerdoesnot needto beapermanentlyfixed,rigid system.Instead,acollectionof
high level culturally determined“personae”maybeavailablein somesortof databasewithin thearchitecture,
turnedon andoff by differentcontexts andcausingglobal featuresof thebehaviour to change,e.g. switching
betweenbullying and servile behaviour. One of the sub-functionsof vision may be to facilitate learning
behaviour-patternsin asocialcontext (compareso-called“mirror neurons”).Dif ferentglobalstatesmaytrigger
different(previously learnt)visualsub-mechanisms,for instancewhenreadingmusic,driving a caror gazing
into a lover’seyes.

Besidesthe sortsof componentsalreadyreviewed,a human-like organismwould needcomponentssuch
as: long term associative memories,moodcontrollers(alteringglobal processingstates),motive generators
(Frijda’s concerns[6]), standards& values, attitudes, skill-compilers, motive comparators,formalisms,
inferencemechanisms,etc.,many of themlinked to concurrentlyactive perceptualmechanisms,e.g. parents
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Figure5: The“Human-like” sub-schemaH-Cogaff
The reactive, deliberative and meta-management layers evolved at different times, requiring
discontinuouschangesin the design,and providing significantlynew capabilities. An attentionfilter
with dynamicallyvarying thresholdmay be usedto protect resource-limitedhigher level functions.
Someaspectsof thealarmsystemapparentlycorrespondto thebrain’s limbic system,andfrontal lobes
implementsomemeta-managementfunctions.

reactingto perceivedthreatsto offspring.
Most of this hasbeenor will be discussedin more detail elsewhere. For now all I am trying to do is

draw attentionto someof thesurprisingdiversityof functionsof vision, or moregenerallyperception,in the
three-layered,human-like,H-Cogaff architecturesketchedin Figure5.

5 Future work

For vision researchers,themain conclusionis that concurrentlyactive internalprocesseshave diverseneeds,
requiring distinct forms of visual processing,performedeither in parallel by different mechanisms,or
sequentiallyasresourcesareswitchedbetweentasks. As we have seen,this includessuchthingsasposture
control, route planningand aestheticprocesses,which can all be served concurrentlyby different (multi-
window) visual mechanismssharingsomelower level mechanisms.The perceptualneedsof concurrently
active subsystemsare definednot (only) by the physical/geometricalnatureof the environment,but by the
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functionsandcausalrelationshipswithin thelargerarchitecture,of thesubsystemandits capabilities, including
processingand representationalcapabilities. Therefore“affordances”available to an animalare a function
of the sub-systemthat usesthem,not just featuresof the environment. Differentsub-systemsusedifferent
affordances,and possibly different formalismsand ontologies. Thus simply studying physicalaspectsof
objectsandthephysicalprocessesof imageformationmaydivertattentionfrom themostimportantperceptual
processes.

Oneway to investigatesomeof this in moredetail is to useevidencefrom brain damage:as illustrated
in [8, 9] differentially disabledsub-systemsprovide cluesconcerningthe architecture.Suchresultscanbe
combinedwith studiesof visualdevelopment,comparisonsbetweendifferentspecies,evolutionarystudiesand
meticuloustaskanalysisfor designof robotsof variouskinds.

Thereis a hugeamountof work still to be done,definingthe tasksof all the variouscomponentsof the
architecture,anddesigningmechanismsthatcanperformthosetasks,includingmechanismsfor preventing,or
detectingandresolving,conflictsbetweenprocessesrunningconcurrently.

An importantearlytaskmight beto combineinformationfrom avarietyof disciplines,includingethology,
developmentalpsychology, robotics,andbrainscience,to produceafirst draft taxonomyof typesof affordances
that might be usefulat variousstagesof evolution, or development.On that basiswe shouldtry to analyse
ways in which sub-mechanismsusingthoseaffordancescanusecompatiblerepresentations,develop shared
mechanisms,and collaborateon varioussub-problems.Differencesbetweenprecocialandaltricial species
(wherethe latter areborn or hatchedimmatureandhelpless)may derive partly from how sophisticatedthe
affordancesarewhichyounganimalsneedto learnto detectandreactto. Therearetrade-offsbetweenevolving
innatemechanismsfor all the tasksandevolving a genericmechanismfor learningby actingwhile the brain
is growing. (E.g. theformerrequireslongerandmorevariedevolutionaryhistoriesandlargerDNA structures
andbrains— possiblyexplosively large).

Our framework supportsMinsky’s [13] useof the “society” metaphorfor mindscontaininga collection
of moreor lessdistinct, concurrentlyinteracting,collaboratingandcompetingsub-systems.An evendeeper
understandingof their relationshipsemergesif we regardthemasforming a co-evolved“ecosystemof mind”
whereeachcomponenthasanichepartlydeterminedby theothers,aswell astheexternalenvironment.

Concernaboutthe limitationsof currenttheoriesof vision is not new. Ullman writes “the recognitionof
commonobjectsis still waybeyondthecapabilitiesof artificial systems,or any recognitionmodelproposedso
far” ([26] p.1). I have tried to show that far morethanobjectrecognitionis at stake. Understandingthis, and
linking it with theecosystemof mind view is a usefulsteptowardsachieving de-fragmentationin vision, and
in AI generally.
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