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Abstract

Much work in Al is fragmented partly becausehe subjectis so hugethatit is difficult for
anyoneto think aboutall of it. Evenwithin sub-fields,suchaslanguagereasoningandvision,
thereis fragmentationasthe sub-sub-fieldsarerich enoughto keeppeoplebusy all their lives.
However, thereis a risk thatresultsof isolatedresearchwill be unsuitablefor future integration,
e.g. in modelsof completeorganismsor humanlik e robots. This paperoffers a framework for
thinking aboutthe mary component®f visualsystemsandhow they relateto thewhole organism
or machine. The viewpoint is biologically inspired,using conjecturedavolutionary history asa
guideto someof thefeaturesf the architecturelt mayalsobe usefulbothfor modellinganimal
vision anddesigningrobotswith similar capabilities.

1 Introduction

Seeingis believing — amongmary otherthings,andtheres therub. It is a biological factthat (in humans)
visionfeedsandcorrectdeliefs,but that'snotall: it alsoparticipatesn posturecontrol,in tight feedbackoops
aswe pick thingsup andin ballistic actionslik e throwing a ball into a bin; it canproduceembarrassment,
aesthetigpleasureor pain, sexual arousal,changesn how we hearspeecH11], nausegbecausavhatis seen
disgustaus or becausef perceved motion); andit caninform usthatsomethings impossiblg(e.g. the chair
goingthroughthe narrov doorway) andwhatmightexist or is likely to exist [20], e.g.,seeingpossiblecourses
of action(possibleroutesacrossa clutteredroom)or how amechanisnworks, or thedangetthataconstruction
is aboutto becomeunstableor the risk of the toddlerfalling into the fish-pond. Theseare all examplesof
Gibsons affordanceg7, 16], generalisedbelow.

It is not all one-way traffic; whatwe seecandependon what we alreadyknow (e.g. readingwords, or
seeinghedifferencebetweera pair of identicaltwins only aftergettingto know them),on whatwe want,what
we aredoing, or whatwe areafraid of aswe walk througha forestin dim light. Seeingcanalsotake mary
forms,includinga clearanddistinctperceptlik e the sightof your handbeforeyour face with all the detailsof
skin texture, or a fleetingimpressionn thevisual periphery a subconsciouslgetectecchangen optical flow
thatmakesyou loseyour balanceg10], sensingthe hostility asyou entera room, or experiencingthe strange
effectin Figurel. Anotherbiologicalfactis thatmuchhumanvisual processinglike muchelsein the mind,
is not accessiblego consciousnessE.g. we do hot experienceusingoptic flow to control our posture.So our
experienceof seeings at besta partialguideto thefunctionsevenof our own vision.

Canwehopeto explainandmodelall theseaspect®f biologicalvision, or build theminto robots?Solutions
foundfor isolatedsub-problemsnaybeconstrainedn waysthatpreventintegration. Integrationwill notoccur
if peopleworking in differentsub-fieldsdo not communicate painful thoughthat may be whenthereis so
muchto doin one's own sub-field.But communicatioris not enough.We needa conceptuaframenork anda
methodologyto supportattemptsat integration. This paperoffers oneby sketchingideasaboutpossiblehigh
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Figurel: Somepeople but notall, seea non-geometriclifferencebetweertheeyes.

level architecturesn which differentprocessesanbe combinedn anorganismor robot. Thoughspeculatie,
theframework is aresultof mary yearsof thinking aboutthe problems andinspirationfrom mary researchers
in Al, psychology neurosciencegthology biological evolution, and philosophy We use partly speculatie
evolutionaryhistoryasa coarse-graineduideto somearchitecturafeatures This biology-inspiredramenork
mayalsobeusefulfor theextraordinarilydifficult engineeringaskof building completerobotswith capabilities
similarto humans.

None of this is intendedas a critique of work on image analysisand interpretationthat solves specific
engineeringroblemswithoutbeingintegratednto acompleteagentarchitecture Suchsolutionscanbejudged
in relationto their objectves.

2 Overview of the CogAff framework

We offer aframework for thinking aboutdesignoptionsfor informationprocessingrchitecturegor complete
animal-like agentsof variouskinds, including insects varioussortsof vertebratesprimatesandhumansand
artificial softwareagentsandrobots. Theinformationprocessingrchitectureneednot mapin ary simpleway
onto brain physiologyor computationahardware:it is a “virtual machine”(VM) architectureijn the standard
sensein computerscience,e.g. wherethe samePrologor Java virtual machinemay run on very different
hardware architectures.Virtual machinesare, of course,real machinesand canperformreal tasks,suchas
controllinga chemicalplant,solvingequationsor re-formattinga document(This point, andtheimplications
for causationin VMs is discussean my website.)

Ourframework, called“CogAff” becaus@& accommodatesognitionandaffect,is basedntheobsenation
thatwithin an organismtherecanbe differentsortsof VM architecturesndsub-architectureshich evolved
at differenttimes,whosetasksarevery different,andwhich canbe sub-diidedin differentways,asindicated
crudelyin Figure2. For instance,in humansthereareinformation processingnechanismgoncernedwvith
managingmary aspectof bodily and mentalfunction; mechanismsoncernedwith low level, fine grained
control of walking, graspingand otheractions;mechanismgoncernedvith thinking aboutpossiblefutures,
evaluatingthem, makingplans;mechanismgoncernedvith self monitoring,self evaluationandself control;
mechanismgoncernedvith beingpartof a socialcommunityrequiringmary forms of cooperatre andnon-
cooperatye, verbal and non-verbal interaction. Each of thesemechanismsnay have a complec internal
architectureand eachmay requirespecialisecperceptuainput and motor outputcapabilities,mary of them
senedby vision.

We candistinguishreactivé mechanismswherestatesor eventsdetectedoy externalor internalsensors
immediately trigger external or internal responsesfrom delibetative mechanismsin which alternative
possibilitiesfor action can be consideredcategorised,evaluated,and selectedor rejected. More powerful
deliberatve mechanismsando “what if " reasoningaboutthe pastor future,or evencounterfctualreasoning

1seefor instancd15, 16, 17,18, 19, 20,21, 24,23, 22, 25]

2For someresearcherthe term “reactive” implies no changeof internal state. For others,the term is not so restrictive: it includes
finite-stateautomataandvariouskinds of adaptve neuralnets,but excludesdelibemtive capabilitiesof the sortsdescribedbelow. | use
theword in themoregenerakenseasdoesNilssonin [14].
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Figure2: Two coarsdalivisionsof informationprocessing@rchitectures
(a) Organismsand robots require perceptual medhanismsand action metanismsof varying degrees
of sophistication,along with somepersistentinternal state which may be modifiedover various time-
scales: Nilssons (1998)“triple tower” model. Arrowsrepresentflow of informationand contmol signals.
Boundarieshetweerftowers” neednotbesharp. (b) Anotherarchitectural division concernganetanisms
that evolvedat differenttimes,providing reactive deliberative and meta-mangementcapabilities. Below
we superimpos¢hesedivisions.

abouthow things might have been. The depth, precisionand soundnes®f suchreasoningcanvary. Some
organismaeeda third meta-mangementayer[2, 25] to monitor, cateyorise,evaluate,and(partially) control
processe®ccurringwithin the system. This requiresexplicit use of formalismsand conceptsreferring to
internalvirtual machinestates.

Reactve mechanismsindarchitecturegvolvedfirst andaremostwide-spreadn nature,in multitudinous
forms. Deliberationevolved much later, and is much raret Sophisticatedvariantsrequire a long term
associatie memory and symbolic reasoningcapabilitiesusing a short term re-usablememory in which
structuraldescriptionscan be built. This imposesdemandson perceptualmechanismgo recognisemore
abstractcatagories, suitablefor expressinggeneralisationsand on motor systemsto acceptmore abstract
“instructions”. Meta-managememolvedevenlater, andis rarerstill.

Single-celledbrganismsplants,insectsandmary otheranimalsapparentlyjack ary deliberatve capability
thoughsomemammalgandpossiblysomenest-luilding birds?) seemto be ableto consideralternatvesand
then choose. Moreover, without meta-managementhey will not be aware of what they are doing, just as
insectsperceve without knowing thatthey do (e.g. becausehey lack mechanismsandformalismsfor self-
description).Humansappeatto have all threearchitecturalayersthoughprobablynot at birth. Conceptsised
for self-catgorisationmayalsobeusefulfor describingmentalstatesof others andvice versa.For somesocial
animals for predatorsandfor prey, beingableto perceve mentalstate(e.g. intentions)canbevery useful.

The threelayersoperateconcurrently and do not form a simple dominancehierarchy For instance the
two top layerscannotdirectly changethe contentsof the reactive layer, thoughthey may be ableto change
it indirectly throughtraining, e.g., when a novice learnsa new skill, suchasdriving a car, by following
instructionsandpractising.

How finely to divide up the layersis partly a matterof taste: someauthorse.g. [5] preferto separate
reflexesfrom thereactive layer, andsome(e.g. Minsky) would preferto split off someof the high level meta-
managemenfunctionality into a separatéayer. It is likely thata hostof further subdvisionswill later prove
useful.
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Figure 3: Doesvision inform only aboutgeometricalandphysicalpropertiesor
doesit includemoreabstracinformation,e.g. whichway ananimalis facing?

3 Implicationsfor vision

If the visual systemsimultaneouslysenesthe needsof all threelayers,then perhapsit too hasa comple
architecturewith layersthat evolved at differenttimes, achieving differentsorts of functions, all of which
build on the lowest level mechanismssharedby all sub-architectures.This generalisesGibsons notion
of “affordance”[]. He claimedthat perceptuaimechanismgyive an organisminformation not only about
physicalfeaturesof the ervironment,but, moreimportantly whatthe opportunitiesand obstacledo various
kinds of actionsare: a far more abstracttype of information. Thus someobjectsare seento offer positive
affordancessuchassupport,passag®r shelter othersnegative affordancessuchasobstruction difficulty in
grasping,danger etc. Affordancesarein partdeterminedby the organisms own needsandcapabilities. For
instance a type of organismthat cannotgraspor never needsto grasparything, or to recognisegraspingin
others,might never perceve graspability This aspecof Gibsons theoryis independentf otherquestionable
aspectsncluding his notion of perceptioras‘direct’, andhis rejectionof the relevanceof representationand
computatiorto perception.

For Gibson,the positive and negative affordancespercevable by an animal concernthe whole animal.
However, the notionthattherearemary perceptuakubsystemgerformingdifferenttasks,evenif they share
a sensoryorgan, leadsnaturally to the notion that there are different affordancesto be detectedwhich are
relevantto the needsandcapabilitiesof differentsubsystemsSoascentralsubsystemsvolve with new needs
andcapabilities this candrive evolution of the perceptuattower” towardsa concurentstratifiedsystemwith
new specialisederceptuaMM capabilitiestailoredto the needsof particularcentralsubsystemsExamples
might be the evolution of visualmechanismsor detecting3-D shapecatayories,or for recognisingndividual
facespr mechanismsoncernedvith perceptiorof mentalstate(seeFiguresl and3) andsocialinteractions.

Our conjectureis thatin more complex animalsthereare essentiallyseveral different visual systemsall
sharingacollectionof physicalresourcessuchaslensesretina,eye musclespptic nernesandpartsof thebrain
dealingwith someof the earlieststage®f visualprocessingSomeof thesharingwill involve mechanismghat
procesdifferentinformationobtainedfrom the eyesin parallel,usingdifferentpartsof the braine.g. when
your posturecontrol mechanismand your route-findingsystemsboth usevisual information simultaneously
However conflictscanarise,leadingeitherto clasheor to sequentialise,e.qg. if differentsubsystemsequire
differentdirectionsof gaze[17].

Differentkinds of familiar visual ambiguity illustrate the variety of typesof visual tasks. In the necler
cube,showvn in Figure3, the visualflip is purely geometric betweerninterpretationsf theimagewherethere
aredifferentdistancesand orientationsof surfacesandedges.This is consistentwith Marr’'s view in [12] the
‘quintessentiafactof humanvision —thatit tells aboutshapeandspaceandspatialarrangement’In theduck-
rabbit, however, thereis no geometridlip: thechangds muchmoreabstractindinvolvesbothchangesn how
partsareidentified(e.g. earsvsbill) andmoreabstracnotionslik e “f acingthis way”, “f acingthatway” which
presupposeperceptionof otherorganismsseenas perceives. Therearemary sortsof thingshumanscansee
besideggeometricalbproperties:that one objectis supportecby anothey that one objectconstrainamotion of



another(e.g. awindow catch),thatsomethings flexible or fragile, which partsof anorganismareears,eyes,
mouth,bill, etc.,whichway somethings facing,whatactionsomepersoror animalis aboutto perform(throw,
jump, run, etc.),whetheranactionis dangerouswhethersomeonés hapyy, sad,angry etc.,whetherapainting
is in the style of Picasso...

Investigatinghow suchperceptionoccurswill include investigating(amongotherthings) (i) the precise
natureof the information, (ii) architecturescapableof using the information, (iii) formalismsthat can be
usefully employedto storesuchinformationand(iv) meansby which suchinformationcanbe producedand
processed.

Ourdiscussiorof multiple functionsfor visionis consistentvith the now familiarideain neuropsychology
that there are different dorsal and ventral visual pathways [8] performing different tasks. However our
framawork suggestshatdescribingtheseas‘'what’ and‘where’ pathwaysis misleadingf the maindifference
is not somucha differencein content asa differencein which sub-mechanisme,g. reactve or deliberatve,
online or ballistic, individual or social, usethe information. In particularwe conjecturethat what we are
consciou®f seeings whatthemeta-managemeasystencanaccessprobablyaverysmall,speciallyprocessed
subsebdf visualinformationusedin variouspartsof the system A machinesodesignednightre-discoverwhat
philosophersall ‘sensoryqualia. Onesortof blindsightoccurswhenthosemeta-managememechanisms
aredamagedvhile thereactie layercontinuego function.
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Figure4: Superimposinghe previousdivisions
Thedivisionsof Fig 2 canbe superimposedyroducingnew sub-type®f componentsyith functionsdefined
byrelationshipgo otherpartsof thesystemA fastreactivealarm systenreceivesnputsfrom,andcansend
control signalsto, manycomponentsShadedarrowsrepresentinformationflowingto and fromit. Being
purely reactiveand patterndrivenit will typically be stupidand capableof mistales,but maybetrainable
Aninsectsarchitectuie mightincludeonly the bottomlayer, with alarm medanisms Someanimalsappear
to havereactiveanddelibemtivelayers. Humanshaveall three



4 Thevariety of biological architectures

The CogAff schemain Figure 4 is not so much a specificarchitectureas an indication of varietiesof roles
that component®of an architecturecanhave. Many organismsandartificial systemswill have only a subset
of the componentsandsomeatrtificial systemamay not fit the schemag.g. distributed software agents.We
conjecturghatinformationprocessin@rchitecturesf individual biologicalorganismsareadequatelygovered,
thoughnot whole colonies. An insectmight have only the bottom, reactive, layer, possiblyincluding alarm
mechanisms— unlike purely deliberatie Al systems. Other animalsand somerobotsmay have a hybrid
reactive anddeliberatve mechanismyith varying sophisticatiorin the deliberatve mechanism.

Visualmechanismsor primitive reactive agentanight detectedgespptical flow, imagestatistics surface
orientation,etc. More sophisticatedeactive agentsmay recognize andreactto, moreglobal structuresg.g.
objectsto eat,or matewith.

Visual systemsfeedingdeliberative capabilitiesneedto characterisebjects,statesof affairs, or action
patternsatalevel of abstractiorsupportingpredictive generalisationge.g. “if it seeameit will run”).

Co-evolution of meta-managemeandsocialperceptiorcouldleadto the ability to perceve mentalstates
of otheragentgFigure 3 (b)), solving the “mind-body” problem. But thereis muchwe don't yet understand
aboutpossibleevolutionarytrajectorieq22].

The architecturalayersdescribechereshouldnot be confusedwith Marr’s three methodologicalevels.
Severalmulti-layerarchitecturemccurin the Al literature,thoughsuperficiallysimilar diagramanay be used
for very differentdesigns E.g.,the ‘triune brain’ architecturén [1] looks partly like our threelayeredsystem,
but closerinspectionrevealsa pipelined architecture:Information flows in throughlow level sensorsthen
up the central hierarchy then, after high level decisionmaking, down throughthe central pillar and out
throughlow level transducers.We call this an ‘Omega’ architecturebecausehe information flow pattern
within the CogAff diagramis rougthQ—shaped Such“peephole”perceptiorandactionmechanismsontrast
with“multi-window” perceptiorandactionpermittedby CogAff. Anotheralternatve is Brooks’ subsumption
architecturd3, 4]: it allows severallayers,but they areall reactive (i.e. non-deliberatie), entirely within the
bottomlevel of the CogAff schema.

Detailedrequirementdor variousarchitecturalcomponentsieedto be analysedurther Becauseof the
natureof accesdgo a large contentaddressabl@associatie memorystoreand also the requirementfor a re-
usabletemporarystoragespacefor ‘what if’ descriptionsa deliberatie systemis likely to be slow, discrete
andserial,comparedwith fast, parallel,andlargely analogreactve mechanismsFor this reasonjn a hybrid
reactveanddeliberatie systemijt maybenecessaryo have an“attentionfilter” with dynamicallyvaryindfilter
thresholdo protecttheresource-limitedleliberatve mechanisnirom beinginterruptedoo oftenduringurgent
andintricatetasks(asshavn schematicallyin Figure5) — explainingwhy soldiersin battledon’t noticesome
injuries. Alarm statesor intenseperceptuainputsmay be capableof exceedinghefilter threshold sometimes
producingemotiong25].

Omaya and subsumptiormodelshave a rigid control hierarchy but thatis not the only possibility Our
framework allows systemswhereall the layersandthe alarmsystem(spperateconcurrently each(partially)
capableof interruptingandredirectingthe others.

Themeta-managemetdyerdoesnot needto be a permanenthfixed,rigid system.Insteada collectionof
high level culturally determined’personae’may be availablein somesortof databasevithin the architecture,
turnedon andoff by differentcontexts and causingglobalfeaturesof the behaiour to changeg.g. switching
betweenbullying and servile behaiiour. One of the sub-functionsof vision may be to facilitate learning
behaiour-patternsn asocialcontect (compareso-called'mirror neurons”).Differentglobalstatesnaytrigger
different(previously learnt)visual sub-mechanisméor instancewhenreadingmusic,driving a car or gazing
into alover'seyes.

Besidesthe sortsof componentalreadyreviewed, a human-like organismwould needcomponentsuch
as: long term associatie memories,mood controllers(altering global processingstates),motive generators
(Frijda’s concerns[6]), standards& values, attitudes, skill-compilers, motive comparators,formalisms,
inferencemechanismsetc., mary of themlinkedto concurrentlyactive perceptuamechanismse.g. parents
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Figure5: The“Human-like” sub-schem#i-Cogaf
The reactive delibemtive and meta-mangement layers evolved at different times, requiring
discontinuouschangesin the design,and providing significantlynew capabilities. An attentionfilter
with dynamicallyvarying thresholdmay be usedto protect resouce-limited higher level functions.
Someaspectof thealarm systenappaently correspondo thebrain’s limbic systemandfrontal lobes
implemensomemeta-mangemenfunctions.

reactingto percevedthreatsto offspring.

Most of this hasbeenor will be discussedn more detail elsevhere. For now all | am trying to do is
draw attentionto someof the surprisingdiversity of functionsof vision, or moregenerallyperceptionjn the
three-layeredhuman-like, H-Cogaf architecturesketchedn Figure5.

5 Futurework

For vision researcherghe main conclusionis that concurrentlyactive internalprocessesiave diverseneeds,
requiring distinct forms of visual processing,performedeither in parallel by different mechanisms,or
sequentiallyasresourcesare switchedbetweentasks. As we have seen this includessuchthingsasposture
control, route planning and aestheticprocesseswhich can all be sened concurrentlyby different (multi-
window) visual mechanismsharingsomelower level mechanisms.The perceptualneedsof concurrently
active subsystemsre definednot (only) by the physical/geometricahatureof the ervironment,but by the



functionsandcausatelationshipsvithin thelargerarchitecturepf the subsystenandits capabilities including
processingand representationatapabilities. Therefore“affordances”available to an animalare a function
of the sub-systenthat usesthem, not just featuresof the ervironment. Differentsub-systemsisedifferent
affordances,and possibly different formalismsand ontologies. Thus simply studying physical aspectsof
objectsandthephysicalprocessesf imageformationmaydivert attentionfrom the mostimportantperceptual
processes.

Oneway to investigatesomeof this in moredetail is to useevidencefrom brain damage:asillustrated
in [8, 9] differentially disabledsub-systemgrovide cluesconcerningthe architecture. Suchresultscan be
combinedwith studiesof visualdevelopmentcomparisondetweerdifferentspeciesevolutionarystudiesand
meticuloustaskanalysisfor designof robotsof variouskinds.

Thereis a hugeamountof work still to be done,definingthe tasksof all the variouscomponent®f the
architectureanddesigningmechanismshatcanperformthosetasks,includingmechanismsor preventing,or
detectingandresolving,conflictsbetweerprocessesunningconcurrently

An importantearlytaskmight beto combineinformationfrom avariety of disciplines,ncludingethology
developmentapsychologyrobotics,andbrainscienceto produceafirst drafttaxonomyof typesof affordances
that might be usefulat variousstagesof evolution, or development. On that basiswe shouldtry to analyse
ways in which sub-mechanismasingthoseaffordancescan use compatiblerepresentationgjevelop shared
mechanismsand collaborateon various sub-problems.Differenceshetweenprecocialand altricial species
(wherethe latter are born or hatchedimmatureand helpless)may derive partly from how sophisticatedhe
affordancesrewhichyounganimalsneedto learnto detectandreactto. Therearetrade-ofs betweerevolving
innatemechanismsor all the tasksandevolving a genericmechanisnfor learningby actingwhile the brain
is growing. (E.g. theformerrequiredongerandmorevariedevolutionaryhistoriesandlarger DNA structures
andbrains— possiblyexplosively large).

Our frameawork supportsMinsky’s [13] useof the “society” metaphorfor minds containinga collection
of moreor lessdistinct, concurrentlyinteracting,collaboratingand competingsub-systemsAn even deeper
understandin@f their relationshipsemegesif we regardthemasforming a co-esolved“ecosystenof mind”
whereeachcomponenhasa nichepartly determinedy the others,aswell asthe externalervironment.

Concernaboutthe limitations of currenttheoriesof vision is not new. Ullman writes “the recognitionof
commonobijectsis still way beyondthe capabilitiesof artificial systemspr ary recognitionmodelproposedso
far” ([26] p.1). | have tried to shaw thatfar morethanobjectrecognitionis at stale. Understandinghis, and
linking it with the ecosystenof mind view is a usefulsteptowardsachiezing de-fragmentatioiin vision, and
in Al generally
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