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Introduction: historical note

It is hard to disagree with the main points of Ullnsapgper Even Kant, by 1781, had pointed

out, in opposition to empiricist philosophers, that perception requires a ‘manifold’ of sensory
data to besegmente¢o separate objectgjrouped(to link parts of the same object)assifiedn
accordance with fleble schemata (e.g. dogs, trees and polygons come iy shapes and
sizes), andelated (e.g. spatiallytemporally and causally). He argued that perception required a
process of synthesis not urdikvhat occurs in imagination. All of this, he claimed, required a
massve ntribution of the mind (or brain?), determining the general forms and limits of
possible perceptuakperiences. Gibsoproduces no seriousve explanation of these facts of
common sense.

We certainly do not percee things the way pysicists tell us the "really" are. The
properties and relations we pereeiae not those described in quantum theory but abstractions
useful for planning, xecuting and monitoring actions, for recognising individuals and classes of
individuals, for forming useful generalisations, and foroking and monitoring highdevel
perceptual processes satisfying these needs. It is hardly disputable that what vedperaei
part determined by inherited abilities (e.g. seeacge$), in part by learning (e.g. seeing your
mothers face, the structure of a Wler, or the nuances of a dancéjVe dl know how what we
see can also depend on circumstances, suchaaired we are, what we want or expect to see,
and the lile. Any claim that perception is direct therefore either implies that whgigists tell
us about the world isafse, or it uses a very peculiar sense of the word ‘direct’, perhaps (as
Ullman suggests) merely indicating what Gibson finds interesting arttiywof analysis. (lam
not disputing that in other respects Gibson has madg wseful contributions to the study of
perception.)

In view of al this | find it hard to rgard the claim that perception is direct as a serious
contribution to psychologyand will therefore restrict myself to minor quibblegeo details of
Uliman’s aguments and the MIT we of visual perception, after making a small point in partial
support of one of Gibsosdaims.
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Per ceptions and sensations produced in parallel

In section 3.2.1 Ullman mentions Gibseittieory that perceptions and sensations are produced

in parallel by different processes. This could be truenef his claim that both are "direct”
results of external stimulation isl$ée. Processesf perception can be distinguished from
processes of sensation, namely becomivgra of the sorts of things usually referred to by
philosophers as "sense-data", e.g. features and relations in the two-dimensional visual field, such
as coloured patches and the elliptical appearance of circular objects viewed obktpiely
Gibson was in part reacting to philosophers who claimed that percept@wes inferences or
constructions based on conscious processes of sensation. But normally the latter processes do
not occur during perception: for instance if we are not painters or philosophers we veay ne
notice anything elliptical, nor discern acute and obtuse corners, when we seg arpartble.

It requires special training to becom&aee of the contents of the visual field, as opposed to the
contents of the environment.

Thus Gibson was probably correct in saying that perception and sensation (that is,
awaeness of sense-data) are independent processesf ke was wrong in deying that either
of them requires compleconstructve (but unconscious) processe3hey are independent only
in that each can occur without the othe®f course, granting Gibson this point, not
acknavledged explicitly by Ullman, does not undermine Ullnsardther criticisms. The
independence of the onprocesses does not rule out their sharingymearctonscious "lw-level”
sub-processes of feature extraction, description, and interpretdtiars thg can be parallel
without being ‘direct’ in an interesting sense.

Beware of mathematically tractable special cases

In discussing the rewery of shape from motion (3.2.2), Ullman notes that when the human
visual system is presented with a mathematically adequate thoughemsped stimulus it will

not alvays percere the correct structure. He seems to interpret this as dueaitueefof the
visual system to pick up thevallable information, and he then launches into a discussion of
physiological processes valved in registering properties of the optic array and producing
binocular fusion.

But it is possible that the failure of the human visual system tovatlalde information
may not be due to aifure to pick up the information. Ullman does not, for instance, consider
the possibility that human perception of moving shapes primarily uses mechanisms agié strate
appropriate fomon-rigid motion, such as changing facial expressions, a closing fist, or peel
being pulled dfa banana. This generally requires more information than rigid motion: and a
failure to cope in the situations mentioned may be due toatetihat the mechanisms (or
algorithms) require more informationyem though mathematically such information is not
necessary for the perception rigid motion. Ofcourse, such a system would be able to cope
with rigid motion as a special case, when provided with enough information, just as the ability to
see curved lines and surfaces may enable straight and flat ones to begacqiecial cases.
Notice hav few points are required mathematically for "perception” of these special cases: the
fact that two points define a straight line may be of no use to a visual system that has to be able
to decide whether the line is straight or curved.
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So, an adequate analysis of the failure requires a fuller discussion of the difference between
failing to pick up information and failing to use it. This note of scepticism concerning UBman’
theory of motion perception does not undermine his discussion of processes by which visual
information is picked upHowever, | suspect that anaccount of perceptual processes which can
readily be expressed in terms ofyplological processes, without the need for highgelle
‘virtual processors’ (see below) would begasled by a Gibsonian as a theory of ‘direct
perception’. Strongeanti-Gibson arguments are needed.

One of my &vaurite anti-direct-perception demonstrations is the well-knowanmgple
shown in figure 1:

/ PARIS \
/[ IN THE \
ITHE SPRING \

Many people (the exact percentage is irvelg), when first confronted with this can stare at it for
several minutes without seeing anything wrong, despite repeated exhortations to look carefully
The failure to percee te printed wrds correctly does not imply that there iy &ailure in the

lower levels of the visual system to pick up the relat information. (It is interesting that some
people disceer what is wrong spontaneously if &kto shut their eyes and count the words in
the triangle. The often cannot say thereafter which occurrence of "THEY thed preiously
seen.)

Common observation of human abilities and inabilities suggests that there aye man
different levels and sub-processes in which things can go wrong, and a study of different sorts of
perceptual errors can help to shgust hav wrong Gibsors theory is. For instance, the
‘doubletale’ phenomenon (thinking yoee senX, then quickly and spontaneously realising it
was Y after it has meed out of view) lends support to the extended Kantian theoeychled in
chapter 9 of Sloman[1978] and Sloman and Owen[1980] that perceptaueis processing
mary domains of structure in parallel, with partial results in each domain constraining searches
in others.

This oganisation partly accounts for Hiility and graceful degradation in @dult
circumstances, such as occluding objects, poor lighting, fog, intervening bushes, eye defects, and
the like. Atheory of direct perception cannot explain such abilities except by vacwoaation

of unspecifiable wariants, and imariant detectors with a magical ability to cope witlveland

difficult circumstances.

If the visual system jumps to conclusions on the basis of both partial information and (for
the sak of geed) partial analysis at highewds, this may normally work if the space of
possible shapes is sparsely instantiated in the actodd:wFor example, not all shapes
intermediate between a sheep and a horse, or a horse and a giraffe, are fovaver, Ho
requires the system to deplenowledge about which shapes are instantiated, in order to use the
redundang in the optic array Some sorts of perceptual mistakes suggest that we do indeed
deploy such knavledge. Buthat is inconsistent with grtheory that perception is direct.
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Dropping out of consciousness

It is curious that Ullman has to rely (in section 5) on Schrodiaggea that processes perfected

in the course ofwlution drop out of consciousness. lsih'a commonplace that marprocesses
perfected through painful inddual learning drop out of consciousness -- e.g. reading, playing a
musical instrument, sight-reading music, fallng a spoor in a jungle, driving a ¢@erceiving
botanical or geological structurestd a siitably experienced person, these processes ha

same subjecte ease and immedigcas he simplest perceptions. The same is true of looking
through a peephole at a static scene, where the lack of stereopsis, parallax, and aptical flo
causes ambiguities about relations between objects which cannot be resolved without prior
knowledge. Itis quite remarkable holittle the absence of these ambiguity resolvers affects our
perception of scenesviolving familiar objects. Ty, for instance, ogering and unceering one

eye, repeated|ywith your head quite stillA small peep-hole will help to eliminate information
provided by accommodation and headvements.

Uliman seems to grant too much to Gibsoor. #fespite the fact that the optic array in such
cases contains an enormous amount of information (if lighting is good, fog an& smok
absent, etc.) it is still inherently ambiguous about occluded parts of objects ave celatihs of
separate objects. So thact that we see a specific scene implies that we go beyaitabée
information, contrary to Ullmas’ daim that ‘the role of the processing is not to create
information, but to extract it, integrate it, neaik explicit and usable”.

Why this refusal to admit that creati inference plays a role in vision? | suspect that it
arises out of a desire for theories concerned with mathematically tractable, unambiguous,
information-etraction, which in turn is closely bound up with the methodological position
Uliman derves from Marr and Poggio. | shall criticise this in the next section.

All this suggests that it is no accident that we find the interpretation of paintings and
drawings so easy: infants require no specialised training, because the processing of inherently
ambiguous and imperished information in the light of prior knowledge is a normal part of
perception.

These facts seem to be more \doning than the example Ullman offers against Gibson,
namely stereopsis (though his point abowgrdes of directness is a good one). A® ldready
suggested, Gibson might be hgpp describe stereopsis aslifect” if based on the sorts of
physiological mechanisms indicated by Ullman. y\doesnt Ullman use the more obvious and
powerful arguments against direct perception? Is it related to Vésalb methodological
position?

Aretherethreelevels of understanding?

In section 5, follaving Marr and Poggio, Ullman sketches the methodological assumption that it
Is important to distinguish threevids of understanding: function, algorithm and mechanism. |
think this assumption is confused and fails to acknowledge some important lessons from
Computer Science and Artificial Intelligenc®oreover, it threatens to dert attention from
difficult and messy problems in psychology to reky simple mathematical problems.

First of all, the alleged top Vel cannot be usefully separated from theelef algorithms
and the study of representations. For instance, consideatb&rdd example of pure number
theory: for centuries the specification of algorithmic processes (for finding factors, solving
equations, and so on) has been central to the th€bay is the source of our concept of an
algorithm!
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Further the abstract properties of representations and operations on therweays been
central to the theory of numbers, for instance the relationship between representing a number as a
sum of powers of 10, a product of powers of primes, a sequence of applications of the successor
function, and so onEven the relationships between these abstract structures and algorithms and
the more concrete notation-specific instantiations are very intimate. That yissavhe
philosophers of mathematics Veabeen tempted to analyse mathematics as concerned with
nothing but formal manipulations of symbolg/e e then that for number theory at least the
distinction between the topvd and the l@el of algorithms breaks down completely.

Further the alleged distinction between algorithm and mechanism fails ¢catakunt of
the important notion of a “virtual machine”. A physical mechanism (e.g. a calculator
computey or brain, perhaps) may instantiate a particular virtual machine which can be used as a
basis for implementing other virtual machines (using programs which define operating systems,
compilers, interpreters, and so on). There can beyayers of diferent superimposed virtual
machines, and the structure need n@nhebe herarchic (if, for example, a relaély high level
program is called as a subroutine from inside the microcode of a compQterpare Sloman
[1978, chs 1,6,10].

Many of the most important issues in Alveleen concerned with the study of tradésof
between diierent virtual machines for a particular function, such as trade-offs between space and
time, eficiengy and flexibility, efficiengy and modularity completeness and speed, clarity and
robustness. It is possible that such computational tradeare the &y © much of the
complity of human and animal psycholggynd ultimately neuropysiology. If so, it may be a
serious impediment to scientific progress tocmdite an wersimple methodological stance. The
calculator @ample of section 5, for instance, is dangerously misleading, because the rigidity of
function of a typical calculator mek it unnecessary for our understanding of it tlue
consideration of manlayers of implementation or the kinds of tradés@nd mixtures of hels
found in human psychologfy contrast, when we studyumanarithmetical expertise (acquired
after may years of indiidual learning), most of the mathematical theory of numbers is an
irrelevant digression. Instead we V& o consider issues of storing manpartial results’,
indexing them, linking them to methods of recognising situations wherne dtee applicable,
associating them with monitoring processes for detecting slips and mistakes, etc. (Sloman 1978,
chapter 7.)

Similar issues arise in the study of humamegtise in producing and understanding a
natural language: instead of a mathematicallgaeleformal grammara typical speaker seems to
use a huge collection of not completely consistent partial rules and heuristics for deploying them.
| believe that this is an inevitable consequence of the need for rapid performance, and reliability
in circumstances witharying amounts of noise and degradation of sentences produced by other
spealers. The same messy kind of conxithe would characterise much of visual perception, for
much the same reasomwgr if the lowest lgels of the visual system, discussed by Uliman, are an
exception, embodying kwdedge which can be safely compiled inteardware’ because the
physics and geometry of light and nyasorts of surhces are constant in all visuav@onments.
Variable aspects of the wnonment will need to be dealt with in a differenaywmediated by
considerable individual learning.

In short, Neisses utnease with “processing and still more processing”, quoted apuly
by Ullman (in section 5), may imé€t turn out to be unease with a central feature of human

psychology.
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| s subjective experience a complete mystery?

In section 5 Ullman claims that experience isa mystdggpite recent attempts to reveothe
mystery (e.g. Dennett [1979] and chapter 10 of my [1978]), to say nothing of the much older
paper by Minsk [1968].

Important steps W& keen taken by wrk in Al, showing hw in principle internal
processes can occur which reflect some of the phenomenological structure of visualvsubjecti
experiences -- for example the experience of certain things forming a tatélotye thing being
above another of an elge appearing coex a concare. Of course this work is in its iahgy, but
it is so far ahead of gthing previously @ailable that to say we are still faced with‘@omplete
mystery’ is misleading.

For instance, we can mobegn to see ha other aspects of subjeeti experiences can be
accounted for within the computational/representational approach. The phenomenology of
emotional states such as anderror or embarrassment requires the use of additional computing
concepts, such as priorities, resource allocation, and interruptBusirate: a characteristic of
heated emotional states, such as anger or embarrassment, is that attempts to think about
something else constantly fail, suggesting that a process of resource allocation is using
something lile priorities and interrupts. | am currently exgged in a more detailed study of such
experiences in collaboration with a research student, Monica Crodth&important that in a
journal such as this the claim that subjezt@yperience remains eompletemystery should not
go unchallenged. Hwever, this is not the time for a more detailed discussiknis worth noting
that there will avays be a residual area oforal disagreementw@r whether the mystery has
been remweed, since for example the question whether a robot has subj&sgieriences is in
part a question of it ought to be treated. Disagreements of that sort, whether concerned with
machines, animals or people, cannot be eradicated by science or logic.
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