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NOTE (4 May 2015):
I’ve moticed that somelvomost of the periods (".") had got lost in the BBS versionyHavebeen restored here.

If I conjecture that the sum of the first n odd numberswsyal a perfect square, | can test this
withn =1, n =2, n =3, etc. Is this an empiricalestigation? If | use a computer instead, is it
being used for an "empirical exploration"? These would not normally be called empirical
investigations, unlik running the same programs to test a computer.

Consider tw definitions: An irvestigation is empirical_1 if it is based on examination of
individual cases, Ut not if it uses a general proof. It is empirical 2 ifélghysics and geology)

it is concerned with objects in the world of experience, and not meredyn(likber theory and
theory of computation) with formal abstract structures.

What Pylyshyn is really saying is that somerkvin Artificial Intelligence is empirical_1, l&
some mathematical explorations. In other words, Al often uses "formal,” but not "swestanti
empirical irvestigations.

Experiments with an Al program might be empirical in both sensey. dthed reveal a failure

of the program to understand something it was intended to be able to cope with (a formal
empirical disceery) or they could shaev that people sometimes use language iashibn not
previously noticed (a substamé enpirical discaery). Similarly, a vsion program may dil

where it vas intended to cope, or it may fail in tasks the programmer had not realised most
people could cope with.

Pylyshyn suggests that empiricalvigstigations can she "what kinds of relations must (sic)
exist". Substantie empirical investigations might she@ whatcan exist, but "must" in this con
presupposes a formal demonstration. Tkemgle mentioned, namely alz’s program, proes
nothing about what muskist. Morewer the power of his label-set is a formal, not a substenti
empirical discwery, whose status as an explanation of human abilities depends on the
unavailability of anything better.
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Al versus computer simulation

A divergence between Al and simulation systems is predictable. Contrast (a) behaviour based on
considerable expertise, built ugeo mary years, like linguistic or perceptual skills, with (b) the
floundering, &ploratory non-expert behaviour of lgnners struggling with puzzles, ékthe

novice logician, chess-playeor dild seriator Only the latter incompetent behaviour is easily
amenable to obseation. Deeply-compileaxpert skills irvolve rapid and compbe processes

not avallable to introspection or laboratory observation. So the "simulators" will tend to
concentrate on (b), unkkihe Al fraternity.

But Al programs are still rel@ant to psychologysnce thg are testable by their generality
extendability and ability to account for the fine structure of phenomena. When adequate theories
of human learning emerge, it may be possible to test some Al models by askiygcdultebe

built up by processes typical of human learning. (Studying hdants learn is distinct from
studying what thg learn when, as in pre-computational psychology.) Al work tends to produce
deeper insights into human processes than simulation studies, since expeibubnehat
fumbling problem-solving protocols, is most characteristically human.

Is parallelism relevant?

Admittedly, a rial computer may be no bar to studying brain processes since parallelism can be
simulated as closely as required. But it is clear thatynfarman abilities iwolve parallel
processing at a cognig levd, e.g., a child producing number names, pointing demint
objects, and monitoring the daprocesses todep them in phase. Buven if theories without

such parallelism aren’adequate explanations of Wwowe do tings, thg are steps twards
formalisations of the tasks we perform and the information required for this.

What is a "natural kind"?

There are simple algebraic tests for straightness of a line yepriblgably hae little to do with

how people percee draightness and other shape properties - an important unsolved Al problem.
So the existence of a non-intelligent solution to a problem does not preclude the possibility of
solutions using (human) intelligence.

Pylyshyn uses the notion of a pattern or problem being a "natural kind" for humans. Has he
forgotten the ariability of human beings, and the extent to which a "natural kind" may depend
on a cultural context, l&the symbols people can recognise easily? A particular class of patterns
or problems which ne does not form a "natural kind" for humans may one day form part of a
widely practised skill. Consider the sight-reading of piano music.

Can we obseve computational processes?

Pylyshyn assumes that we can obsemtermediate states. But when people or programs
produce protocols or answer questions about their strategies this wmayngleading
information about their normal functioning. Furthewuch information about what is going on,

(e.g., about indexing strategies, matching procedures, rules for parsing and interpreting) may be
quite inaccessible to processes concerned witareal communication and global decision-
making. Proceduremay hae been compiled into "unreadable” lowevéelanguages, and sub-
processes may use "ymie" work-spaces. Opening the machine to look at its innacdgdwbe

like trying to understand a very highv& program by examining its machine-code compiled
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form.

Empirical constraints in common sense

As part of our ability to communicate and our self\ktexige about skills, beliefs, habits etc., we
share encyclopaedic knowledge about what people carfdoise it when we gossip, read
novels, judge others, or makpdans. But psychologists often think that unlessytiu®
experiments thg are not scientists, so thearely attempt to analyse and codify this wiexige,
as linguists and philosophers do.

Since people doing Al va fewer hang-ups about being scientistsythee more willing to start

from common knowledge about what people can do (e.g., understand English, interpret
drawings, plan actions, etc.). &/can often test explanatory models by notingwhtheir
performancedlls short of what we kno people can do, without relying onwesxperimental
results. Thushere are empirical constraints on Al theories embedded in common sense.

Until Al can account for most of what ordinary people wnabout people, there may be no
urgent need for e psychological data, except in the rare cases wheoediiferent models
appear to be equalent in explanatory pmer, generality extendability etc. (Crucial
psychological experiments may notvays be feasible.)

Of course, common-sense is often mistakBut, although it is not a good source ofda
(indeed, it is doubtful whether there can be laws of psychology), it is a good source of
information about possibilities - that is, things peage do. The disceery and eplanation of
possibilities is a major feature of the progress of science. And it is possibilities (abilities,
capacities, skills) rather than laws that Al is mostly concerned with explaining.

This will be lost on most psychologists until their training problems are revised woishhbis
possible?" instead of "whdoes this occur?" The latter encourages a search for correlated
conditions instead of explanatory mechanisms.

How top-down is Al?

Pylystyn suggests that Al evkers try to devise complete systems. He shouwle Isaid they try

to devise wrking subsystems. A complete intelligent system would be a teachable robot, with
moods emotions, etc. In relation to the task of designing a person, Al work is mainly bottom-up,
not top-down, since most computer models deal with a small sub-component of some human
ability (e.g. part of the ability to interpret pictures, understand stories, etc.). Rylysrant that

Al work first explains general features of an ahilayd later adds refinements to explain details.

But this is misleading, since rekaito long-term goals, Al work is bottom-up, not top-down.

This has serious risks. By reflecting on processes typical of complete human beings, and on
interactions between subsystems, we can formulate constraints which current computer models
violate. These "interface" constraints may be more significant than constraints generated by the
underlying computer - the brain.

For example, what you see can remind you of something, generate changes of mood, help you
solve a poblem, teach you a concept, help you understandwaesaion, etc. What features of a
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vision system are necessary for this, and what features are required by the other systems?
Further study may skothat existing program structures are grossly inadeques, ietheir

factual content (e.g., about image- and scene-features) is correct. But until bottom-up
explorations hge generated much more technical irrbow, it may be premature to switch to

the top-dovn mode and try designing complete systems, except in occasional philosophical
moments.

p 115-6
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