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Introduction

For readers unfamiliar with epistemology a&ry brief overview of the subject may be
useful prior to reading the papers by Hayes and Mcgalittking epistemology and Atrtificial
Intelligence.

Epistemology is the study of kmbedge. Therare maw different ways the subject can be
approached, including the following:

1. A study of the knaledge, beliefs and concepts of different societies, or different epochs.
(Sociology Anthropology History of Ideas.)

2. A study of the cognitie cevdopment of human indiduals. Piagetalls his work in this
field ‘Genetic Epistemology’.

3. Astudy of the eolution of different kinds of knowledge and the mechanisms for using them.
| call this bio-epistemologyThe subject is in its imihg/ and will remain so until biologists
accept that not only animal behaviouutbalso the underlying mental structures and
mechanisms are wosttof scientific study.

4. Philosophicastudies of knwledge. Thesare often not so much concerned with finding out
facts as with establishingiorms or standards. So philosophers try to find criteria for
deciding whether certain beliefs arational, or whether inferences from evidence to
conclusions arevalid. A closely related topic is the study of the systems of concepts
required for formulating beliefs of dérent kinds, for instance concepts of space, time,
matter cause, and mind. As we shall see, philosophical studies of concepts aviddge
are closely related to work in Artificial Intelligence.

5. Work in Artificial Intelligence, whetheraimed at modelling human minds or designing
smart machines, necessarily includes a study ofwladge. Knavledge about particular
domains is the basis of the expertise of all the expert systems described iolume.v



General knowledge about Wwoknowledge is acquired represented and used, has to be
embodied in flgible systems which can be extended, or which can explain their acions.
machine which communicatesfedtively with a \ariety of humans will hae t use
information about what people can be expected tavkimovarious circumstances. This is
especially true of a teaching machine.

Problems about Knowledge

The study of knowledge, in all the aforementioned fields can be whatladeep. A
shallov study is concerned simply with what is kmo by some system - a person, commuyraity
machine capable of performing certain tasks. Deepesiigations are concerned with thasis
of such knwledge. V¢ can identify a series of questions of increasing depth arfidudiiy,
about some knowledgeable system X, actual or hypothesised.

1. Whatare the things which X knows, or beles? Whatdoes X need to kmoin order to
perform some task?

2. Whatsystem ofconceptds used in such kndedge? (Thesystem of concepts will usually
define a more general class of possiblgd, rules, etc, than that actually grasped bysxe
my 1978-chapter 2.)

3. Whatformalism, or set of formalisms is used for expressing such concepts and combining
them into beliefs, rules, intentions, etd/?hat inference rules does the formalism ugb?
general a formalism e.g. Predicate calculus, or the notation of maps, or a programming
language, will support a more general class of concepts than those actually used by X).

4. What are the mechanisms by which the formalism is implemented and uSHU®
underlying mechanism may be capable of supporting a wider range of formalisms -
symbolisms, notations - than those actually used by X.)

For each of these questions there is an additional dimension in whielguestions of
increased depth and difficulty can be etk We can ask about a class of beliefs, or concepts, or
notations, or mechanisms, what the altexeatere, and hav one can choose rationally between
alternatves. E.g.why is it better to use this information than thai®hy are these concepts more
useful than some othersWhy is this a good formalism to use? This subsumes much
philosophical discussion of questionseliks it rational to beliee there is an external world?" "Is
it rational to accept predictions based atrapolation from pastxgerience?" "Ist rational to
use concepts not definable in terms of the contents of experiences?"

These questions are all clearly relet to the design of working expert systems, but the
depth of study is related to the ambitions of such a destgninstance if a system is merely

intended to be a data-base of information on some topic, able to answer questions about what has

been storedlicitly, then question (1) is all that need be considered, and the questign ‘Wh

store thesedcts rather than some others?’ need not arise. The set of items to be stored defines
the task, unlik cases where the task is defined by some other goal, such as accurate diagnosis of

a range of diseases.



If the system is to be able to check for consistencto make inferences to conclusions
not explicitly stored, then the designers wilvbao go into questions about twothe concepts
used are related, what general patterns of inferenceatice methods for weighting uncertain
evidence or merely probable conclusions, etc.

If the system is to be able to store madiiferent kinds of knowledge, and tgeecise some
independence in choosing which subset isvesleto a gven problem, then issues about
generality of the formalisms, tradef®fbetween different sorts of formalisms and underlying
mechanisms, etc become paramount.

Finally, if the system is to be able to explain its decisions to people, then the form in which
facts and inference rules are stored must relate closely to what people can understand. This may
not alvays be what is computationally most economical.

We @n illustrate the importance of question 3\aaot only for philosophical and Al
studies of knowledge, but for all science, by noting that until recently there wegodéel ways
of expressing theories about compl@ocesses. The formalismsadable were mainly devied
from the concepts of piics, and were therefore mostly concerned with changes in scalar
(discrete or continuous) aviables. But although mwgnsocial scientists and psychologists
continue to use such descrygtimethods, it is na clear that thg are grossly inadequate for the
description and analysis of processesIving the manipulation of comptesymbolic structures.
No computer scientist would dream of trying to describe theviainaof a compiler or operating
system in terms of a e equations relating a handful of measurable quantities. More cample
ideas, such as are embodied in programming languages (concepisnithtional instructions,
recursion, data-structures, nemks, etc.) are required for adequate descriptions. And yey man
scientists studying human beings and social systems continue to try to force their theories into
the quantitatie ramevork derived from physics.

A favaurite area of disagreement among Al researchers concerns the selection of a
formalism for specifying computational mechanisnMany of the papers in this book report
systems based on the idea of a set of production-rules, namely rules with a condition and an
action. Theunderlying mechanism is, in the simplest cases, a machine which repeatedly looks
for a rule whoseonditionmatches some data-base, and theryohigeaction. By contrast the
papers by McCarthand Hayes tend taafraur explicit use of predicate calculus as a formalism
for expressing knowledge, where the contents of rules will normallyxpesgsed in some
universally quantified assertion. Detailed compamattudies of such alternat formalisms and
mechanisms are stillwaited, though the papers by a¥en and Young begin to compare
predicate calculus and production systems (resmboti with conventional programming
languages. Theriteria to be used in such comparisons may well be radically revised as we
acquire a deeper understanding of distilol computing systems, in which nyaprocessors
collaborate, working in parallel(For more on this question of alternagirepresentations, see
Hayes 1974, Bobm 1975, Sloman 1978, chapter 7.)

Different kinds of experts

Most of the expert systems described in this volume embody highly specialised concepts
and knevledge, of medicine, chemistrgeology or some other topic which is not widely
understood. Bycontrast, the papers by McCartnd Hayes are concerned with concepts and
knowledge possessed by all ordinary peopWe dl know that people can kmo things, can
believe things, can think about thingdVe dl know a geat deal about pisical objects eents
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and processes that can occur in our environment.

Machines which are able to think about people ané tikisions about them (orvg
advice about them) will need to use mentalistic concepts of the sorts discussed by WlcCarth
especially if thg are to be able toxplain their reasoning. In theqrthey might function, up to a
point, by simulating pysical and chemical processes in human brains - but such a systddh w
be as hard to understand as a human bMlhen people think about, and reason about, other
people (which we all do in ouvery day lives) it seems unlikely that we unconsciously simulate
the brain processes of other peopRather we function with abstract descriptions of their
mental states.

Similarly, in thinking and taking decisions about objects in our environment, for instance in
deciding hav to hold a teapot whilst pouring tea into a cup, it seems certain that we do not
simulate the underlying atomic or sub-atomvergs. Rathewe percere the world, think about
the world, and act on the world using macroscopic concepgsplut, rim, falling tilting, spill,
splash, nearly fulland so on.Intelligent machines capable of explaining their actions to people,
and capable of recgng instructions from people, will ka t© use similar concepts for
representing physical states and processes. Such concepts are not required for machines which
plan and monitor trajectories of space probes and moon shots, since the normal idealisations of
physics suffice for that sort of jolParadoxically designing a domestic robot, able to clear up the
dishes after dinner and wash them in the sink, is much harder.

The analysis of suchveryday concepts, described by Hayese IMcCarthys analysis of
mental concepts, is very close to the kind of "conceptual analysis" practised by philosophers.
(See Sloman 78, chapter 4iowever, the motvation is different, since philosophers are often
concerned merely to refute scepticism about thgsipghl world, or simply to understand the
conceptual framegorks used by people. It is at first sight curious that the philosophicaitycti
of trying to understand aspects of human thought and language sheeilgh fmauch in common
with the activity of designing intelligent machineBut there may be unique solutions to some
complex design problems.

One issue that arises in the design of intelligent machineswiskhovledge should be
represented so as to be efficiently arfdaively useable.(McCarthy and Hayes 1969 called this
the problem of heuristic adeqygc This issue does not arise when philosophers analyse
concepts. The merely wish to record results in a form useful for communication with other
philosophers. lraddition thg may wish to prge theoremsaboutcertain bodies of kneledge,
or systems of concept® mode of representing knowledge that is useful for such philosophical
and mathematical enquiries may be veryedédnt from what is practical for a machine which has
to use the knavledge. Therequirements of such a machine may also be closer to the
requirements of ordinary people in their ordinary thinking and acting -- as opposed xplibi e
theorising of philosophers and Al researchers.

Such practical uses may require elaborate indexing, explicit storage of much redundant
information, "procedural embedding” of knowledge in strategies or programs for performing
actions, and explicit storage of cues and procedures for controlling the selectionwgdge
relevant to current problems. When Hayes and McGamtecommend the use of predicate
calculus as a formalism it is not clear whetherytlage talking about the needs of human
theorists, or the needs of afking system. It is hard to belie that ordinary people and other
intelligent animals use predicate calculusle aurrently knav very little about what sorts of
formalisms and mechanisms are possible.



It is perhaps worth noting that not all forms of humapegtise are readily articulated and
formalised. Rcts and theories explicitly studied byperts can often be expressed in English
after a certain amount of reflection. Not so ourwlealge of hav to understand English, our
knowledge of hav to see, our knowledge of moto acquire n& skills and concepts.This
knowledge, if it can be called such, isry widely shared, and frequently used wergday life,
yet it is extremely difficult to explain h@ we understand speech, see objects or learn concepts.
Paadoxically the types of expertise which are hardest for ordinary peopéedoire (e.g.
knowledge of science, mathematics, chess, and medicine) are easiestulate for the benefit
of designers of expert systemd/isual expertise, shared between humans andy rotrer
animals, is particularly difficult to account for.

Tools vs theories

Richard Youngs paper stresses the contrast between the goal of producing a useful
machine and the goal of modelling and explaining human abilities. There is an enormous
amount of @erlap between the tavsorts of research. In part this is because both require detailed
analysis otaskrequirements.

For instance designing a speech-understanding machine and designing a model of human
speech processing both require a study of the significant structures and relations in speech
sounds, and an analysis of the syntax and semantics of natural languages. Just as ordinary people
don’t need to simulate details of each others brain processes, so also can scientists studying some
aspect of the human mind represent their theories aelawdich ignores details of theosking
of the brain. For this reason, computational theories cannot be criticised simply because
computers are very different from brainsyamore than a meteorologist can be criticised for not
trying to represent the mements of individual sub-atomic particles in a weather-map.

Where there are alterne#i means of achieving the same task, the question arises: which of
them best explains human abilitieEXperimental studies of the externally observable \ieha
of the system may be very indewisi For instance very mandifferent algorithms can all g
the same input-output relations. The methodological issues are discussed at length lyy Pylysh
(1978) and the commentators in the same journal. My igethat at the present timeisting
theories are much too simple to be taken seriously as explanations of human aWitigsn’'t
yet knaw how to build sufficiently compl& theories.

In particular human abilities wolve a cegree of generalityflexibility and extendability not
matched by an present-day expert system. The ability to dle gracefully” in the face of
increasing dificulties, which humans often displayill be especially important whernxpert
systems are put to real use in the field. Sudden and inexplicable failures of xceygbéens
arising out of a combination of circumstances not anticipated by the designers cowd be v
annging, if not disastrousSimilarly a consultant program unable to answer a question should
be able to notice partial analogies with problems it can solve, &adigis or suggest relant
lines of exploration, instead of simply saying "I dokhow". More generally programs
designed with a natural-language interface should be able to cope with mis-spellings, metaphors,
bad grammarfalse starts, elliptical sentences and ottegpakies of human linguistic production.
Notice hav the task of gplaining human abilities merges with the task of designingeade
machines than we alreadyVea



These requirements impose constraints on trey \Wknowledge is represented and
organised, and the amount of meta-knowledge (knowledge a system has abowutnits o
knowledge) needed by an expert system. This aspect of heuristic ageguacew field of
epistemology whose study is still in its amigy. Examples of the issuesvolved include: the
need for such systems to include mechanisms by which "demons" or "monitors" can be set up to
watch out for special circumstances andetadppropriate action, the need for methods of
describing and dming conclusions from similarities and differences between comple
descriptions which are partlyub not completely alike, the need for ways of extracting useful
information from unsuccessful attempts at solving a problem, the need to be able to describe
classes of problems or situations at a suitalvig & generality and so on.

My own impression is that production systems, predicate calculus and otsénge
formalisms are at best only reladly low-level "machine-languages” out of which far more
powerful descriptve formalisms and inference systems will need to be constructed.
Alternatively they may turn out to be limiting special casdsor instance both use matchersut b
not network matchers, only tree-matchers.

Conclusion

This paper has attempted to supplement the detailed studiegp@tftise in the other
conference papers with some general remarks about epistemological issues arising out of
Artificial Intelligence. It should be clear that these issues are not unique to the desigmeof cle
artefacts. Thg are central to the study of the human mingor this reason Al can ha a
powerful impact on philosoph psychology biology and perhapsven social studies of
knowledge, combatting their theoretical yetty, arising out of a lack of good concepts and
formalisms for representing compglprocesses.

But as the ideas diffuse through our culture/thmay also begin to k@lutionise much less
specialised modes of thoughtVeizenbaum (1976) has argued that this could be very harmful.
Boden (1977) and Sloman (1978) argue that on the contrary computationally informed thinking
will enrich our understanding of oursely and other people. Perhaps only time will tell who is
right, since the science of social forecasting is still waiting to be born.
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