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Abstract

In thelastdecadeanda half, the amountof work on affectin generalandemotionin particularhasgrown, in empirical
psychologycognitive scienceandAl, bothfor scientificpurposesndfor the purposeof designingsyntheticcharacters,
e.g.in gamesandentertainmentsSuchwork understandablgtartsfrom conceptof ordinarylanguag€ge.g. “emotion”,
“feeling”, “mood”, etc.). However, theseconceptanbe deceptve: the wordsappearo have clearmeaningsut are
usedin very impreciseandsystematicallyambiguouswvays. This is often becausef explicit or implicit pre-scientific
theoriesaboutmentalstatesand process.More sophisticatedheoriescanprovide a basisfor deepermnd moreprecise
conceptsas hashappenedn physicsand chemistry In the Cognition and Affect projectwe have beenattempting
to explore the benefitsof developingarchitecture-basedonceptsj.e. startingwith specificationsf architecturegor
completeagentsandthenfinding outwhatsortsof statesandprocessearesupportedy thosearchitecturesSo,instead
of presupposing@netheory of the architectureand explicitly or implicitly basingconceptsn that, we definea space
of architecturegeneratedy the CogAff architectureschemawhereeachsupportsdifferentcollectionsof concepts.
In that spacewe focuson one architectureH-Cogaf, a particularlyrich instanceof the CogAff architectureschema,
conjecturedasatheoryof normaladulthumaninformationprocessingThe architecture-basecbnceptghatit supports
provide a framework for definingwith greaterprecisionthanpreviously a hostof mentalconceptsjncluding affective
conceptsWethenfind thatthesemapmoreor lesslooselyontovariouspre-theoreticatonceptssuchas“emotion”, etc.
We indicatesomeof the variety of emotionconceptggeneratedy the H-Cogaf architectureA differentarchitecture,
supportinga differentrangeof mentalconceptanight be appropriatdor exploring affective statesof otheranimals for
instancensectsreptiles,or othermammalsandyoungchildren.

1 Introduction

The study of emotionsis not a new topic, evenin Al, as
shavn by Simon's importantcontribution over 30 years
ago (Simon, 1967), and various papersnearly 20 years
ago in 1IJCAI'81 including my attempt (with Monica
Crouchery (1981)) to shov why intelligent autonomous
robotsdesignedto copewith a rich, dynamically vary-
ing, partly unknovn, ervironment,will have the capacity
to have certainsortsof emotions asa side-efectof other
designdecisions.However, in the lastdecadeanda half,
the study of affect in generaland emotionin particular
hasbecomefashionablen scientific psychology cogni-
tive science Al andphilosophy For instance a leading
journalon philosophyof sciencerecentlyincludedanar-
ticle on acomputationatheoryof moodSizer(2000).
Thereare at leastthreedifferentmotivationsfor the
interestin computemodelsof emotions:
(i) aninterestin emotions(in humansandotheranimals)
assomethingo be modelledandexplained,
(ii) adesireto give machineswvhich have to interactwith
humansan understandingf emotionsas a requirement
for someaspectof thattask(Sloman,1992),and

(iii) adesireto producenew kindsof computerbasecen-
tertainmentsvheresyntheticagentsg.g. softwareagents
or “toy” robots,producecorvincingemotionabehaiour.

The requirementdor objective (iii), entertainment,
are not necessarilythe sameas for objectie (i): since
“believable” behaiour in constraineccontexts could be
the productof widely differentmodels,including at one
extremevery large, hand-codedookup tablesspecifying
whatto do when. To someextentthis may alsowork for
the secondobjective, provided that the interactioncon-
text is very limited, but in the long run a deepand ac-
curatemodelof the first type may be requiredfor effec-
tively achieving goalsof type(ii). Thispapet is primarily
concernedvith objective (i), in particularunderstanding
andmodellinghumanemotions(alongwith othermental
statesandprocessessinceemotionscannoteunderstood
in isolation). Much of the discussionis alsorelevantto
objectives(ii) and(iii) in waysthatwill notbe explained
here.
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2 Architecture-based concepts

Modellingandexplainingemotionsandothermentalphe-
nomenain humansand otheranimalsrequiresus to use
conceptsreferring to thosephenomena.The history of
the philosophyof mind, andsomeof themethodological,
terminologicalandscientificdisagreement®undin psy-
chology and neuroscienceall point to seriousproblems
in definingtheseconcepts.In the Cognitionand Affect
projectwe have beenattemptingo explorethebenefitsof
developingarchitecture-basecbnceptsi.e. startingwith
specification®f (virtual machine)architecturegor com-
pleteagentsaandthenfinding out what sortsof statesand
processearesupportedy thosearchitectures.

We canillustratethisapproactwith anon-mentaton-
cept,usingthefamiliar concept‘thrashing”in anoperat-
ing system.In amulti-processingperatingsystemwith a
time-sharingschedulelanda virtual memorymechanism
it is a commonobsenation that asthe numberof large
processeincreaseghe moretime is spenton swapping
andpagingasopposedo doingusefulwork. We canthen
definea stateof “thrashing” asonein which morethan
half the time is spentswappingand paging. “Deadlock”
is anotherfamiliar architecture-basetbncept.

Architecture-based@onceptsare definedin terms of
causalinteractionsbetweenstatesand processesvithin
mechanismén avirtual machinearchitectureandin that
sensethey involve a functional perspectie. This is dif-
ferentfrom thefamiliar philosophicalarietyof function-
alismthat definesmentalstatesn termsof relationships
betweeninputsand outputsof the whole systemwithout
ary mentionof theinternalarchitecture Notice alsothat
our notionof functionalismdoesnot requirethe concepts
so definedto referto mechanism®r statesor processes
that have a usefulfunction. As the “thrashing” example
shavs, mechanismshatdo have usefulfunctionscanin-
teractsoasto produceemepgentstateshatdo not. This
is very likely to be true of at leastsomehumanmental
phenomenayhichis why therapistsareoftenrequired!

We canattemptto clarify our pre-scientificconcepts
of mind usingarchitecture-basecbnceptghatrefineand
extendthem.We first definea spaceof architecturegen-
eratedby the CogAff architectureschemagdescribedoe-
low, where eacharchitecturesupportsdifferent sets of
possiblestatesandprocessed-or eacharchitectureparti-
tionsof thesetcandefineconcept®of statesandprocesses
supportedoy the architecture.ln somearchitecturesve
mayfind analogue®f mary familiar conceptse.g.learn-
ing, motives,intentions,beliefs, moods,self-avareness.
In otherarchitecturesonly an impoverishedset of such
conceptswill besupported.

In the spaceof architectureglefinedby the CogAff
schema,we focus on one architectureH-Cogaf, de-
scribedbelow, a particularlyrich instanceof the CogAff
architectureschemaconjecturecasa schemati¢heoryof
humaninformationprocessinglt is schematidnsofar as
mary detailsremainto befilled in. Instance®f H-Cogaf

supportarchitecture-basetbnceptghatprovide aframe-
work for defining,with greateiprecisionthaneverbefore,
a hostof mentalconcepts,ncluding affective concepts.
We thenfind that thesenew preciseconceptamap more

or lesslooselyontovariouspre-theoreticatonceptssuch
as“emotion”, etc. (Somethindik e this happenedo other
pre-theoreticatonceptsasarchitecture-basetbnceptof

kinds of stuff developedin physicsandchemistryduring

thelasttwo centuries.)

We indicate belov someof the variety of emotion
conceptsgeneratedvy the H-Cogaf architecture. Dif-
ferentarchitecturegalsoconsistentith the generalCo-
gAff schema)nightbeappropriatdor exploring affective
statesof insects,or reptiles,or othermammalsor new-
borninfants.

In a more generalinvestigationwe can study prop-
ertiesof differentarchitecturesoth analytically and by
producingsimulations. For instance,n this symposium
Scheutzand Logan (2001) describesimulation experi-
mentscomparingsomevery simplevarietiesof architec-
turessubsumedy CogAff in a variety of ervironments.
This sortof investigationis relevantto finding out under
which conditionsevolutionarytransitiondrom onearchi-
tectureto anothemight occur, which is oneof the objec-
tivesof the CognitionandAffect Project,describedn
http://lwww.cs.bham.ac.uk/“axs/caff.html

3 Do we know what we are talking
about?

Specifyingwhat we aretalking aboutgenerateglifficult
conceptuaproblems Whichever of thethreemotivations
listed above drivesthe modelling of emotionsand other
mentalphenomenathe work understandablgtartsfrom

conceptf ordinarylanguagege.g. “emotion”, “mood”,
“feeling”, “pleasure”etc.). Theseconceptcanbedecep-
tive to thosenot trainedin philosophicalanalysis. The
conceptsare so familiar that they appearto have very
clear commonlyunderstoodmeaningswhereagletailed
analysisshavsthattheopposités true: thefamiliarlabels
oftenreferto conceptghatareriddledwith confusionand
ambiguity andwhen peopleattemptto definethemthey
comeup with widely differentdefinitions.

For instancein the psychologicaliteraturethereare
a multitude of definitionsof “emotion”, somestressing
brain processessomestressingperipheralphysiological
processessome stressingpatternsof behaiour, some
stressingeliciting conditions, some stressingthe func-
tional roles, somestressingntrospectve qualities. This
diversity was alreadyevident long agoin the collection
editedby MagdaArnold (1968).

Thedefinitionsalsodiffer in scopefor instancesome
writerstreatall motivesor desireqe.g.hunger curiosity)
asemotionswhile othersdo not. Someregardsurpriseas
anemotion,whereathers(e.g. Ortory etal. (1988))re-
gardit asbasicallya cognitive statein which a belief or



expectationhasbeenfoundto be violated,which may or
maynot produceanemotionalkreaction.Ortory etal.,like
mary others,claim thatbeingexperienceds a necessary
conditionfor anemotion(p. 176), whereast is not un-
commonfor novelsor playsto includecharactersvhoare
totally unavarethatthey areinfatuatedor jealous,even
thoughotherindividualsnoticethe state.In this case the
novelistsandplaywrightshave the deepetinsightinto the
natureof emotions!

Discussiorof someof thediversityof approacheand
definitions can be found in Oatley and Jenkins(1996).
Althoughtherearemary excellentsuneys of issuescon-
cerningemotions? it is difficult for nevcomerdgo thefield
to achieve abalancedverview, andin consequencthere
is sometimestendeng to presensimplisticAl programs
androbotsasif they justified epithetslike “emotional”,
“sad”, “surprised”,“afraid”, “affective”, etc. without ary
deeptheory justifying theselabels. This, for instance,
is why Bodenreferredto PARRY, the simulatedpara-
noid program,as a “fraud” (Boden,1978) (thoughthis
wasnot intendedasa criticism of its author Colby, who
wasalwaysopenaboutwhatthe programcouldandcould
not do). Likewise, McDermott(1981)lambastedheten-
deng of Al researchert usetermslike “goal”, “plan”,
“learn”, simply because¢hereareprocedure®r variables
with thesenamesn aprogram.His criticismwasdirected
at symbolic Al programs,but similar commentscan be
madeaboutlabelsappliedto neuralandothermodels.

In previous paperé we have recommendednalysing
mental conceptson the basisof the typesof statesand
processesupportedby particularvirtual machinearchi-
tecturesandbelov we illustratethis approach However
startingfrom oversimplearchitecturecanleadto shal-
low conceptsfor example assuminghatemotionaktates
areimplementedn oneor moreemotionalstatevariables
(e.g. happinesssadnessanger fear, etc.), with either
booleanvaluesthatcanbetoggledor numericalor “qual-
itative” rangesof values. There may be somebiologi-
cal stateghatinvolve suchexplicit staterepresentations,
but in generalsuchmodels(e.g. angerin PARRY) are
grosslyinadequateas accountsof typical humansocial
emotionswhich arerich in semantiacontentfor instance
beingangrywith aparticularpersorabouta particularac-
tion performedby that person,or feeling humiliatedbe-
causesomesilly mistale you madewas pointedout by
afamouspersonin alarge public lecture. An interactve
artificial counsellowhich assumedhatangemwassimply
somesortof continuouslyvariableglobalstate(like some
moods)ratherthan a semanticallydirected state might
malke inappropriatecommentso its clients.

Of course,there are humanstatesthat may vary in
degreeor intensity but from thatit doesnot follow that
a good explanatorymodelof sucha stateshouldsimply
usea variablewith a numericalvalue,to represensucha

2E.g. (Ortory etal., 1988; Goleman,1996; LeDoux, 1996; Picard,
1997)
3E.g. Sloman(1984,1985,1987,1992,1994,1998,1999)

state: the changen intensity might be an emegentfea-
ture of both the numberandthe variety of processesf
certainsortsthatbecomeactivated.Lik ewisethefactthat
more or lessthrashingcanoccurin an operatingsystem
doesnot imply that the operatingsystemincludesa nu-
mericalvariablewhosevalueis thedegreeof thrashing A
self-monitoringoperatingsystemmightmeasureheratio
of usefulcomputatiorto time spentpagingandswapping
and usethat ratio to take somedecision,e.g. disabling
new loginsor killing verylarge processesBut theredoes
not have to be any suchexplicit numericalrepresentation
for thethrashingto exist andto vary in amount.

In short,it is importantnot to assumehat the forms
of representatiothat are usefulfor scientistsand others
to usewhendescribinga complex systemor predicting
its behaviour areto be foundin the systemitself. More-
over, whenasystemwith the meta-managemengpabili-
tiesdescribedelon doesmonitoritself anddeteciaspects
of its own behaiour, theexistenceof theprocessletected
and the existenceof the processof detectionand cate-
gorisationshouldnot be confused.The detectedorocess
might befar morecomplex thanthe detectingprocess.

4 How to make progress

There are several different strategyies for dealing with
theseconceptuakonfusions.Oneis to ignorethemand
proceedasif everythingwere clear asmay occurwhen
new graduatesn subjectdik e computerscienceor math-
ematicsembarkon Al projects,assuminghatthey know
whatemotionsare,andwithout ary knowledgeof philos-
ophy; psychologylinguistics,etc.

Anotherstrategy, to befoundin mary psychologyde-
partmentsjs to searchfor operationadefinitionsof var-
ious statesin termsof measurablespectf behaiour,
physiologicalchangesetc. This approachoftenusesem-
pirical correlationsbetweensuch measurableand intu-
itive judgementaboutemotionselicitedfrom experimen-
tal subjectsn simplesituations.(E.g. if peoplewho are
thoughtto be angry often frown thenfrowning might be
takenaspartof thedefinitionof anger) Thedevelopment
of non-invasive brainscanningdeviceswill probablylead
to new variantsof thistype of definitionbasedn correla-
tions.

A very differentapproaclis to do surweys of linguis-
tic usage eitherusingquestionnairesr analysisof pub-
lishedtextsto attemptto extractrulesfor theuseof words
like“emotion”, “feeling”, etc. Because®f individual vari-
ationsin usagethis may comeup with probabilisticrules
(e.g. apersonwith suchandsucha facial expressiorand
suchand suchbehaiour hasprobability X of beingan-
ary).

Yet anotherapproach(e.g. recommendedtby Oatley)
is to studythe role of emotionsin literatureandto try
to derive therefroma theory consistentwith the role of
emotionsandthereference$o emotionsin stories plays,
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Figurel: TheCogAff Sthema:pillars,layers andalarms

If we considera systemin which both the division betweenperceptual, cential and motor systemsan be made and
also the division betweerreactive delibemtive and meta-mangementiayers, and if we assumehat the perceptualand
motor systemsnclude componentselatedto the needsof all threecential layers, thenwe havea three by threegrid of
architectural componentsvith different sortsof functionality The nature of eadh components definedby its functional
connectiongo all theothers. If someof theinternal processings slowrelativeto the speedst which thingshappenin the
ervironmentthenit maybe usefulto haveinputsfrom manyparts of the systento a fastpatterndrivenreactive“alarm”
medanismthat can redirect the whole system. Solid arrows are as befole. The shadedarrows representinformation
flowingto and from the alarm medanism. Thealarm medanismbeingpurely reactiveand patterndrivenwill typically
be stupidand capableof mistales,but maybetrainable CogAff covers a widevariety of architectuiescontainingvarious
subset®of the schema.Fig. 2 showsa particular exampleH-Cogaff.

poems.This mightincludeanalysingemotionsasaspects
of evolving patternsof social relationshipsfor instance.
Since storiesvary from one culture to anotherthis can

lead to a theory of emotionsas largely culture-relatve,

whereasmary psychologistsegard emotionsas univer-

sal,atleastin humans.Both views arepartly correct,but

this pointwill notbediscussedhere.

Subtly different from such empirical investigations
are philosophicalattemptsat conceptualanalysiswhich
startfrom the assumptiorthat we cannotreliably articu-
late the rules by which we usemostof our conceptsso
that analysingconceptsrequiresa cycle of conjectures,
testingwith examples,and then modifying the conjec-
tures. This waswidely usedby analytical philosophers
in the secondhalf of the 20th century e.g. J.L.Austin,
G.Ryle, L.Wittgenstein. A summaryof the techniques
waspresentedn Sloman(1978),ch 4.

An approactavouredby someevolutionarytheorists
is to attemptto understandhe biological value of mary
of the kinds of behaiours regardedasemotionalandon
thatbasisto definedifferentkindsof emotionsin termsof
their biological functions. Darwin wasa major contrib-
utor to this approach(Darwin, 1872). An extremeview
(not held by Darwin) would be that all emotionshave
functions. This doesnot allow for a type of emotionthat
is aresultof interactionsetweerfunctionalcomponents
of anorganismbut which doesnotin itself have any use-
ful function. For instancegrief andembarrassmemight

besuch‘ememgent’stateslt is alsolik ely thatmary emo-
tionsmay have socialfunctionsinsofar asthey aresocial
controlmechanismsgventhoughthey do no goodfor the
individual concernedge.g. feeling guilty aboutsomeal-
legedsin. Proponentsf abiologicalapproactsometimes
alsodiffer asto whetherthereis somespecialbiological
modulethat producesall emotions,or whethersomeor
all of themarestateghatariseoutof interactiondetween
othermodules(Sloman,1992).

5 Architecture-based concepts of
mind

Althoughthereis somethingo belearntfrom all of those
approachesve feel that mostof themsuffer by not con-
struingananimal(e.g.a human)or arobotasemploying
aninformationprocessingrchitectureontainingvarious
kinds of coexisting interacting sub-mechanismsvhose
states,processesnd interactionsaccountfor its mental
statesandprocessesThe precisecombinationof mecha-
nismswill vary from speciego speciegDennett,1996),
andpossiblyalsobetweerindividualswithin a species.
The varietiesof typesof mentalstatesand processes

possiblewill vary from one architectureto anothey and
therefore the sets of conceptsapplicableto different
specieswill bedifferent,exceptinsofar asthey sharecer
tain aspectsof their architecturesor certain functions



achievedby their architecturesArchitecture-relatie ver-
sionsof mentalconceptsallow usto transformill-defined
questionsnto questiononwhichwe canmake progres$

Probably everyone would agreethat a flea cannot
wonderhow mary prime numbersthereare (why?) but
whetherit mightbein painwould be a matterfor endless
debatepecausef theindeterminag andconfusionin the
conceptof “pain”. (SeeDennetts discussionof painin
Dennett(1978).) Architecture-basedonceptsof “pain”
allow suchdebateso switchto usingpreciseconceptsso
thatprecise answerablguestioncanbeformulated.Ex-
plicitly distinguishecconceptswill thenleadto different
guestionswith differentanswers.

This is relatedto the standpointof Simon's seminal
paper It alsopartly reflectsthe standpoinbf Ortory etal.
(1988)who eschev agumentsaboutwhatparticularemo-
tion wordsandphrasesctuallymeanandinsteadattempt
to surwey a spaceof possibleconceptswhich they (im-
plicitly) baseonatheoryof thehumancognitive architec-
ture, insofar asthey assumehat agentshave beliefs,de-
sires,intentions,uncertainty etc. We cangeneralisghat
approachby notrestrictingourselhesto a singlearchitec-
ture.

In our own work we have beendevelopingan archi-
tectureschema,alled CogAff, shovn in Fig. 1, which
providesaframework for describingdifferentkindsof ar-
chitecturesandsub-architecturesndwhich, to afirst ap-
proximation,is basedon superimposingwo sortsof dis-
tinctionsbetweencomponent®f the architecturefirstly
the distinction betweenperceptual,central and action
componentsandsecondlya distinctionbetweerntypesof
componentsvhichevolvedatdifferentstagesandprovide
increasinglyabstractandflexible processingnechanisms
within the virtual machine(Sloman,2000; Slomanand
Logan,2000;Sloman (to appear).

By analysingsomeof thetypesof statesandprocesses
that can occur within differentvariantsof the architec-
ture schemawe find that our intuitive notionsof affect,
emotion, perception belief, and other mentalstatesand
processes;orrespondin a notvery determinatananney
to mary different,preciselydefinable conceptselatedto
particularclasse®f architecturesThis is somethindike
the way in which conceptf kinds of physicalstuff cor-
respondooselyto the conceptsof typesof elementsand
compoundshataredefinableon the basisof thearchitec-
turesof atomsandmolecules.

6 Threeleves

A first crude sub-dvision of architecturalcomponents
arisesout of threelevels of sophisticationin biological
information processingarchitecturesywhich canalso be
foundin artificial architecturesWe conjecturethatthese

4Without throwing away the substancef the original question Jike
looking for lost keys only in the lamplight. However, arguing thatis
beyondthescopeof this paper

levels, depictedin Fig. 1, emegedat differenttimesin
biologicalevolution®

6.1 Level 1 (Reactive mechanisms)

Reactie systemsanbe definedmainly negatively: they
are systemswhich lack the ability to representgvaluate
and comparepossibleactions,or possiblefuture conse-
guence®f actions. They sensenternalor externalcon-
ditions andthenrespondby producinginternal or exter-
nal statechangegor somecombination). Theremay be
competingreactionsbut thesewill be resohed by some
mechanisnthat doesnot involve deliberationor making
inferencesE.g.,it couldusevectoradditionto producea
combinationor compromisegesponsegr theselectiorbe-
tweenoptionsmightbe controlledby a statevariablethat
is modifiedby someotherreactve mechanism.Systems
built entirely out of reactve componentsnay be capa-
ble of producingextremelycomplex behaiour, andasin-
sectsandsimplerorganismsdemonstratethey canbe bi-
ologically verysuccessfulif successs measuredh terms
of biomassnumbersof individuals,generation®f exis-
tence.

Many reactize systemsaiseaninformation-processing
architecturevith afixedcollectionof condition-actioras-
sociations. However they may be capableof changing
by modifying weights,or even by generatinghew asso-
ciationsthroughsomethingdik e Hebbianlearning. They
canbeimplementedn a variety of mechanismsinclud-
ing neuralnets,symboliccondition-actiorrules,chemical
mechanismsandso on. Suchpurely reactve organisms
would bedrivenlargely by geneticallydeterminednech-
anismsalongwith minor changegroducedoy learning.

In principle ary desiredcombinationof competences
can be producedby purely reactive systemsbut at the
costof potentiallyexplosive requirementsor storageand
for training or evolution times. It is this trade-of that
probablyled to theevolution of deliberatve mechanisms.

Within a purely reactve architecturet is possibleto
distinguishwhat might be describedas “normal” opera-
tion from statesproducedby detectionof threatsor op-
portunitiesrequiringrapid andspeedyredirectionof pro-
cessing.The organism(or robot) neednot have the con-
ceptof a “threat” or “opportunity” merely (possiblyin-
nate)mechanisnwhich in factdetectinstancegpossibly
sometimesrroneously).The detectioncould leadto ap-
propriatebehaiour eventhoughthe organismhasno con-
ceptionof the purposeof the behaiour.

Theseeactionsouldbedescribedisproto-emotions,
whichwe would expectto find in insectsandotherpurely
reactive organisms.They areprimitive, evolutionarypre-
cursorspf themorefamiliartypesof statesandprocesses
found in humansand other more complex animals. Re-

5Themechanismsrealsolikely to berelevantto someapplications
of Al e.g. becausdghe mechanismwill be usefulin certainsortsof
robotsandsoftwareagentsjustasthey arein animals.
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Figure2: H-Cogaff — a threelayer architecture.
Fig. 1 showsa schemacontaininga collection of permittedcomponents.This figure displayscomponentsequiredfor
H-cogaff, the proposedhuman-lile architectuie. The meta-mangementayer providesthe ability to attendto, monitor
evaluate and sometimeghange internal processesnd strategies usedto produceinternal processesHowever, all the
layers and the alarm system(spperate concuriently, and noneis in total control. A collectionof high level culturally
determined‘personae” may be available turned on and off by different contexts and causingglobal featues of the
behaviourto changg, e.g. switching frombullying to servilebehaviour Notethat someof the divisionsbetweeriayers are
a matterof taste: someauthors e.g. Davis (1996)prefer to sepaate out reflexesfrom the reactivelayer, and somee.g.
Minsky (2000)preferto sepaate out someof the high level functionalityof the meta-mangementayer as an extra layer.

active systemgannothave thekindsof emotionghatde-
pendon Levels2 and3, describedelow.

In particular lacking the typesof semanticapparatus
involvedin level 2, andlackingthe self-monitoringcapa-
bilities provided by level 3, they would have no under
standingof whatthey aredoingor why they aredoingit.

Within the reactive framework, it is also possibleto
distinguishstatesn which differentkinds of needsdom-
inate processing. Thesecould be describedas proto-
desiresor proto-motives:i.e. primitive, evolutionarypre-
cursorsof the morefamiliar varieties. If the organismis
capableof reinforcementearningwe might describethe
statesin which it recevesnegative reinforcemen{(“pun-
ishment”) as a type of pain, or proto-pain. But suchan
animalwould not know thatit is in pain,it would merely
reactexternally by aversive behaiour and internally by
changingcontingenciesor futurebehaiours.

More global statesof a reactive systemwhich are
less goal directedbut changethe quality of processing
in somegeneralway might be describedasproto-moods,

e.g. wherebehaiour tendsto be very cautiousor very
aggressie. Thesemight be triggeredby featuresof the
ervironment that changesome aspectof internal state
(e.g. concentration®f somechemical)which modulate
awide rangeof behaiours. Again this could occurwith-
outtheorganismhaving therepresentationalapabilityto
describesucha statenor the self-monitoringmechanisms
to detectit.

6.2 Level 2 (Deliberative mechanisms)

As the architecturebecomesnorecomple, anddeliber
ative capabilitiesare addedwhich provide the opportu-
nity to representanalyse compare gvaluateandreactto
descriptionsof hypotheticalfuture scenarioor possible
explanationsof previously obsened phenomenaa new
classof architecture-basestatesand processesvill be-
comepossible.

Exactly which onesare supportedwvill dependon the
sophisticationof the deliberatve mechanisms. For in-
stancehumandeliberatve capabilitiesncludebeingable



to shortterm andlong term desiresof varying levels of
abstraction,high level ideas, and supportmore or less
abstractand complex deliberations predictions,and hy-
pothesesWe canconstructplansor conjecturef vary-
ing structureandcomplexity, requiringthe ability to ma-
nipulatestructurewith sufficiently rich syntaxto express
thesecontentsalongwith somethindik e acompositional
semantics,and a very flexible and powerful re-usable
memoryfor thoughtsconjecturespartialplans,andvari-
ouskinds of reasoningBy contrastsomesimplerorgan-
isms (andmary currentrobots)may be ableto do ‘what
if’ reasoningnly aboutpossibilitieswith fixedflat struc-
tures(“food thatway”, “dangerthis way”, “find food”,
“find drink”, “avoid obstacle”,“hit that” etc.) Thereis
still muchto belearntaboutthe natureof humandeliber
ative capabilitiesandhow they areimplementedn brains,
or how they mightbeimplementedn computers.

However, it is clearthat thesecapabilitiescaninter-
actwith emotionalprocessesThe realisationthat some
highly valuedresultis easily achievablein the nearfu-
ture, or the discovery thata selectecplanis fraughtwith
dangey could producekinds of affective statesand pro-
cesseghatarenot possiblein a purely reactve architec-
ture, eventhoughpartly similar, muchsimplerstatescan
exist. A reactive organismmay have a kind of fearin its
responséo a presentlypercevedthreat,whereasadelib-
eratve mechanisnpermitsapprehensiomboutpossible
remoteconsequences actionsbeingcontemplatedThe
semanticompleity of thevarietiesof hope,anticipation,
apprehensionavailable to suchan organismwould de-
pendon thetype of representationapparatusupported
by thearchitecture.

Insofar asthe operationof adeliberatve mechanism
involve useof structuredrepresentationsith a compo-
sitional semanticsmary of the affective statesthat can
arisein sucha systemwill have rich andvariedseman-
tic contents,unlike thosesupportecby a purely reactve
architecture. Someof this richnessis illustratedin the
classificationof emotionsandattitudesby Ortory, Clore
and Collins. This is the sort of thing that hasled mary
philosopherdo arguethat emotionscannotbe separated
from cognition,whereassomepsychologistareinclined
to treatemotionsassemantics-freqqurelyreactve states,
a view that is more appropriateto organismswith only
reactive architectures.

Contet-dependent global modulation of goal-
generating processes, goal-comparisons, plan-
construction, plan-evaluation, plan-execution, provides
a basis for a further family of conceptsreferring to
affective statesand processesiot possiblein a purely
reactive architecture. For instancethe kind of caution
manifestedy a deliberative agentthathasthoughtof the
possibility of being detectedby a predatoris different
from thekind of caution(proto-caution?pbsenablein a
purely reactve organismwhoseinnatereactve rulesare
triggeredby the smell of a certainpredatorto modulate
normal reactve behaiours, without the animal having

ary knowledgeof what might happenif it did not move
cautiously

Of course althoughan architecture-basedistinction
canbe madebetweenwhat we have describedas purely
reactive proto-cautioranddeliberation-basekinowledge-
rich caution, the externally obsenable behaiours pro-
ducedby thosestatesmay be indistinguishable.So de-
terminingwhich stateshouldbe attributedto anorganism
(or robot)will requirefinding out somethingaboutits in-
formationprocessin@rchitectureThatwill in generabe
a difficult task. (E.g. | may be wrongin assumingthat
insectsarepurelyreactie!)

Another classof processeshat canoccurif thereis
a deliberatie layer present,involves varioustypes, fre-
guencies,and strengthsof interruptionsof deliberatve
processesarisingout of processedn the reactie layer,
or arisingout of perceptuaprocessespr evensometrig-
geredby deliberatve processeshemseles. If thereis
no deliberatve layerthese“perturbances{Wright et al.,
1996)cannotoccut

If the needto limit such disruptionsis addressed
by the evolution (or design)of somekind of variable-
thresholdfiltering mechanism,as suggestedn Sloman
(1992) and Beaudoin(1994) then an additional classof
statesandprocessesorrespondingo modificationsof the
attentionfilter thresholdcanbedistinguishedThe ability
of humansto be moreor lessabsorbedn whatthey are
doing seemgo berelatedto varyinginterruptthresholds
for suchattentionfilters.

6.3 Level 3 (Metamanagement mecha-

nisms)

Beaudoin(1994)suggestethatin additionto thefirst two
levels, a human-like architecturerequiresa “reflective”
or “meta-managementayer, shovn both asa permitted
componenin the CogAff scheman Fig. 1 andasare-
quired part of the H-Cogaf architecturein Fig. 2. This
permitsself-obserationor self-monitoringof a wide va-
riety of internalstatesalongwith categorisationandeval-
uationof thosestates|inkedto highlevel mechanism$or
learningandfor controlling future processes Examples
of the operationof meta-managememightbe:

e The ability to think about and answerquestions
about one’s own thoughtsand experiences,e.qg.
noticingthatarectangulasurfacelookslike a par
allelogramfrom certain viewpoints, even though
it is still perceved asrectangular(i.e. the qualia
changebut notthe perceved3-D shape).

e The ability to notice and report on circularity in
onesthinking (“I decidedto B in orderto achieve
A. | decidedto do C in orderto do B. | decided
to do A in orderto do C. | thennoticedthat!| was
thinkingin circles?).

e Theability to noticethat oneis not attendingto a
taskjudgedasimportant(“l really shouldbe read-



ing this studentexercise,not thinking aboutwhat
happenedastnight”).

e The ability to notice opportunitiesfor changing
onesthinking (“I solvedthis problemmuchfaster
thanthe previousone: sowhatexactly did | do this
time?”)

Wheresucha layeris presentyet anotherfamily of con-
ceptsbecomesapplicablefor describingstatesand pro-
cessednvolving thethird layer.

The ordinary usageof someof theseconceptanight
refer to statesand processeshat can occurwithout this
layerbut becomeenrichedwhenthe layeris present.

For instancehekindsof apprehensionr anticipation
thatmightoccurin asystenmwith reactve anddeliberative
layerscould also be detectedevaluated,and producea
second-ordereactionin a systemwith thethird layer, so
thatthe statesof apprehensioor anticipationhave extra
dimensionsge.g. combiningwhatever sortsof positive or
negative evaluationghedeliberatve systemachiezeswith
additionalevaluationdinkedto self-avareness.

It is alsopossiblefor processes otherlayersto dis-
ruptthethird layerandto over-ride someof its decisions,
leadingto yet more complex statesand processesvhich
arepossibleonly whenthethird layeris present.For in-
stanceif the meta-managemenyer attemptsto direct
deliberationand other processest a particulartaskand
otherprocessemanagedo divert attentionfrom thattask,
thenthis loss of control, which is commonin mary fa-
miliar humanemotionsjs atype of statethatis impossi-
ble without the third layer: you cannotlose control that
you've never had. A deliberatve systemmight be con-
stantlydivertedby non-deliberatie processebut not de-
tectthatthisis whatis happeningo it.

Further architecture-basecd:onceptual distinctions
could be relatedto different modesof operationof the
third layer, e.g. which sortsof internal processest is
capableof detecting,which modesof cateyorisationand
evaluationit is canuse,andwhich sortsof controlit has
over otherprocessesAs with the deliberatve layer we
candistinguishvarying degreesandkinds of sophistica-
tion in therepresentationapparatuswvailableto thethird
layer. It may or may not be similar to theforms of repre-
sentatiorusedin the secondayer®

7 Pleasureand pain

It shouldnow be clearthatsomeof theambiguitiesin our
ordinaryconceptof mind maybedue,in part,to thefact

6Theideaof meta-managemeigrelatedto Minsky’s “C-brain” idea
in his Minsky (1987), and to the “commentary”ideain Weiskrantz
(1997). Catriona Kennedy is exploring a type of mutual meta-
managementn securesoftware systems,using our toolkit. See
http://wwwcs.bham.ac.uk/"cmk. The common notion of “executve
function” in psychiatryandpsychologydoesnot clearly distinguishthe
deliberatve and meta-managememapabilities. Much early Al work
wason systemswith level 2 but nolevel 3.

thatthey sometimegeferto relatively simple statesthat
aresupportedy relatively simplearchitectureandman-
ifestedin behasioursthatrequireonly thosearchitectures,
whereaghey sometimeseferto farmorecomple states,
especiallywhenusedin discussinghumanemotionscon-
nectedwith socialrelationshipsor self-avareness.

For example, considerpurely reactive organisms(or
robots)with aversive or seekingbehaiours,with tenden-
ciesto avoid or reducecertainstatesandto achieve and
presere others,andwith reinforcementearningmecha-
nismsthatsupportpositive andnegative reinforcementlt
would be possibleto usethewords“pain” and“pleasure”
to referto statesof suchanorganism,andperhapghatis
whathappensvhenpeoplethink of aninsectasbeingin
painif exposedo anoxiouschemicalor having somesort
of pleasurevhenfeeding.

But thosestatesare extremely primitive in compari-
sonwith the statesthat alsoinclude explicit recognition
of goalsashaving beingsubvertedor achiesed, or harm
beingdone,or needdulfilled. Eventhosecanoccurwith-
out awarenesshatthey areoccurring,in organismswith
the first two levels but lacking the third. Whenthe third
levelis presentheadditionalexplicit characterisatioand
evaluationof the state,alongwith internalhigh level re-
actionstriggeredby that, begin to reachthe sort of com-
plexity involvedin mary humanpainsandpleasures.

OtherauthorsDamasio(1994); Goleman(1996); Pi-
card (1997) have distinguishedprimary and secondary
emotions.| have tried to showv elsavhereSloman(1998,
2000, 1999); Slomanand Logan (2000) that thoseideas
can be both explained and generalisedoy relating pri-
mary emotionsto the capabilitiesof the reactve layer of
H-Cogaf (alsofoundin simplerarchitectures)relating
secondargmotiongo disturbancesiggeredoy eventsin
the deliberatve layer, andintroducingtertiary emotions
as perturbancesnvolving partial loss of control of the
metamanagemettdyer, for instancewhena personwho
is infatuatedor embarrassefinds it hardto think about
tasksunrelatedto the causeof the infatuationor embar
rassmentWithin the H-Cogaf framewvork we canbegin
to introducefar morerefineddistinctionsbetweendiffer-
enttypesof emotionsandotheraffective statesaccording
to which componentsareinvolvedandhow they interact.
My guessds thatmostof theemotionsthatareof interest
to humansandthereforefigurein plays,novelsandgos-
sip, involve the third layer, whereasemotionsprimarily
involving ancientreactive mechanismsre the onesthat
areeasiesto studyin laboratoriesandthereforegetmore
attentionin the scientificliterature. They arealsoeasiest
to simulateon computers! However, somesimple sim-
ulationsinvolving all threelayershave beenandare be-
ing developedusing our SimAgenttoolkit, e.g. Wright
(1977);ScheutzandLogan(2001)



8 Conclusions

This paperattemptsto shav how the variety of affec-

tive and cognitive statesof which an organismor robot
is capablecanvary accordingto which of thethreearchi-
tecturallevels is presentand which sortsof capabilities
(e.g. which representationahnd semanticcapabilities)
are available within eachlevel. This providesa frame-
work for analysing refining, and extendingmary of our

ordinary conceptof mind. Although we have focussed
primarily on conceptsconcernedwith affective statesit

shouldbe clearthatthe analyticalframewnork providedis

far moregeneral.For instancewithin this framework far

morevarietiesof learninganddevelopmentcanbe sepa-
ratedout thanarenormally distinguished.

Our own motivationfor thiswork is primarily the sci-
entific and philosophicalgoal of understandindiow hu-
mansandotheranimalswork andalsowhatsortsof robots
andsoftwareagentsarepossible.But the sameconsider
ationscould be relevantto a variety of practicalapplica-
tionsof Al, asindicatedin theintroduction.

It mustbe stressedhatit is not only the information
processingarchitecturethat determinesvhat sortsof af-
fective statesand other mentalstatesare possible. It is
clear that social and other external factorsare relevant
also. For instance,in a social systemwithout ary no-
tion of marriageor commitmento a sexual partnerit will
not be possiblefor an individual to be ashamecdr feel
guilty aboutbeingunfaithful. Moreover, thereare mary
emotional statesthat dependon the existenceof other
agentsjncludingembarrassmerghynesservy, gloating,
etc. However, mary of thesepresuppos¢he sortsof ar
chitectureghatwe have beendiscussing.

A more extensive discussion,for which this paper
doesnot provide space,would explain in more detail
theideasunderlyingthe CogAff architectureschemaand
shov how a very wide variety of conceptsreferringto
whatwould intuitively be describedas “affective” states
andprocessesanbedefinedin termsof thevarioustypes
of informationprocessing@ndcontrolstatesupportedy
different variantsof the architecture,in which different
subset®f thearchitecturearepresent.

In particular thiswill helpto shav thatboththesubdi-
vision of emotionsinto “primary” and“secondary”emo-
tionsin theworksof DamasioGoleman Picard,etc. and
the extensionto include “tertiary” emotionsin Sloman
(1998,2000); Slomanand Logan (2000) merely scratch
the surface of a far more complex and varied spaceof
phenomena.

Fromthis viewpoint, arguing aboutwhich definitions
of the various types of mental conceptsare correct is
pointless like arguing over whetherthe mathematiciars
conceptof ellipse (which includescircles)or the wheel-
wright’sconcepbf ellipse(which excludescircles)is cor-
rect. The importantpoint is to understandhe spaceof
possibilitiesand the implications of the differentarchi-
tecturalunderpinningf differentsortsof conceptsWe

caneven usethis approachto investigatedifferenttypes
of consciousnegssupportedby differentsortsof archi-
tecturesandperhapgprovide new clarity in debategbout
consciousness.

Acknowledgements

This work was fundedby a grantfrom the Leverhulme
trust. Many of the ideasheregrew out of the PhD work
by Luc Beaudoin(1994)and later lan Wright (1997). |

am grateful for help receved more recentlyfrom Brian
LoganandMatthiasScheutz.The debtsto mary others,
e.g. Simon,Minsky, Dennettwill be obvious. Thebibli-

ographygivesonly asample.

TheSimAgenttoolkit usedn oursimulationwork can
befoundatthe FreePoplogSite:
http://www.cs.bham.ac.uk/researchfpog/freempplog.html
It is describedhere
http://www.cs.bham.ac.uk/"axs/cafi/simagemnhtml
It owes much to contributions from Riccardo Poli,
JeremyBaxter (DERA), RichardHepplavhite (DERA),
Darryl Davis (Hull), Brian Logan(Nottingham) Catriona
KennedyMatthiasScheutz.

References

M.B. Arnold, editor The Nature of Emotion Penguin
Books,Harmondswerth, England,1968.

L.P. Beaudoin.  Goal processingin autonomous
agents PhD thesis, School of ComputerScience,
The University of Birmingham, 1994. (Available at
http://www.cs.bham.ac.ukésearchtogaf/).

MargaretA. Boden. Atrtificial Intelligenceand Natural
Man. HarvestePressHassocksSuss&, 1978.Second
edition1986.MIT Press.

A.R. Damasio. Descartes’Error, Emotion Reasonand
the HumanBrain. Grosset/PutnarBooks, New York,
1994.

CharlesDarwin. The Expressionof the Emotionsin
Man and Animals Harper Collins, London, 1872.
(Reprinted1998).

Darryl N Davis. Reactve and motivationalagents: To-
wards a collectve mindet In J.P Mueller, M.J.
Wooldridge, and N.R. Jennings,editors, Intelligent
Agentslll — Proceedingsof the Third International
Workshopon Agent Theories,Architectures,and Lan-
guages SpringefVerlag,1996.

"For instanceahouseflyis, in asenseconsciousf somethingnov-
ing rapidly towardsit, which is why it escapeshe fly-swat, but it is
not conscioughatit is conscious. That requiressomethinglike meta-
managementBeing consciousof dangerdn a proposedlan requires
a deliberatve layer Being consciousof featuresof your sensoryper
cept,i.e. having qualia,requiresa meta-managemefgayerwith links to
intermediatestagesn perceptuamechanisms.



D. C. Dennett. Brainstorms: Philosophical Essayson
Mind and Psydology. MIT Press,Cambridge,MA,
1978.

D.C. Dennett.Kindsof minds:towardsan undestanding
of consciousnessNeidenfeldandNicholson,London,
1996.

Daniel Goleman. EmotionalIntelligence: Why It Can
Matter More than 1Q. Bloomshtury Publishing,Lon-
don,1996.

Josepte LeDoux. TheEmotionalBrain. Simon& Schus-
ter, New York, 1996.

D. McDermott. Artificial intelligencemeetsnaturalstu-
pidity. In J. Haugeland,editor, Mind Design MIT
PressCambridgeMA, 1981.

M. L. Minsky. TheSocietyof Mind. William Heinemann
Ltd., London,1987.

M.L. Minsky. Future Models for Mind-Machines. In
A.Slomanet al., editor, ProceedingsSymposiunmon
How to Designa FunctioningMind AISBOOCorven-
tion, pagesl24-1292000.

K. Oatley and J.M. Jenkins. UnderstandingEmotions
Blackwell, Oxford, 1996.

A. Ortory, G.L. Clore, and A. Collins. The Cognitive
Structue of theEmotions CambridgeJniversityPress,
New York, 1988.

R.W. Picard. Affective Computing MIT Press,Cam-
bridge,Mass,London,England,1997.

M. Scheutzand B.S. Logan. Affective vs. deliberatve
agentcontrol. In C. Johnsoretal., editor, Proceedings
Symposiunon Emotion, cognition and affectivecom-
puting AISBO1Corvention York, 2001.

H. A. Simon.Motivationalandemotionalcontrolsof cog-
nition, 1967. Reprintedin Modelsof Thought, Yale
UniversityPress29-38,1979.

L. Sizer Towardsacomputationatheoryof mood.British
Journal for the Philosophyof Science 51:743-769,
DecembeR000.ISSN0007-0882 4.

A. Sloman.TheComputetRevolutionin Philosophy Har-
vesterPresgandHumanitiedPress)HassocksSusse,
1978.

A. Sloman.Thestructureof thespaceof possibleminds’.
In S. Torrance,editor, The Mind and the Machine:
philosophical aspectsof Artificial Intelligence Ellis
Horwood, Chichester1984.

A. Sloman. What enablesa machineto understand?In
Proc 9th IJCAI, page€995-1001] os Angeles,1985.

A. Sloman. Motivesmechanismsnd emotions. Cogni-
tion and Emotion 1(3):217-234,1987. Reprintedin
M.A. Boden(ed), The Philosophyof Artificial Intelli-
gence ‘Oxford Readingsn Philosophy'Series Oxford
UniversityPress231-247,1990.

A. Sloman. Prolggomenato a theoryof communication
andaffect. In A. Ortory, J. Slack,andO. Stock, ed-
itors, Communicationfrom an Atrtificial Intelligence
Perspective: Theoetical and Applied Issues pages
229-260.Springer Heidelbeg, Germaly, 1992.

A. Sloman.Explorationsin designspace.ln A.G. Cohn,
editor, Proceedingsl 1th EuropeanConfeenceon Al,
Amstedam, August1994 pagess78-582,Chichester
1994 .JohnWiley.

A. Sloman. Damasio, Descartes,alarms and meta-
management. In Proceedingsinternational Confer
enceon SystemaMan, and Cybernetic{SMC98),San
Diego, page2652—7.IEEE, 1998.

A. Sloman. Review of AffectiveComputingby R.W. Pi-
card,1997. TheAl Magazine 20(1):127-1331999.

A. Sloman. Architecturalrequirementdor human-like
agentsboth natural and artificial. (what sorts of ma-
chinescanlove?). In K. Dautenhahngditor, Human
Cognition And Social Agent Technology, Advancesn
Consciousnesfesearchpages163—195.John Ben-
jamins,Amsterdam2000.

A. Sloman. How mary separatelyevolved emotional
beastiedive within us? In RobertTrappl and Paolo
Petta,editors,Emotionsn Humansand Artifacts MIT
PressCambridgeMA, (to appear).

A. SlomanandM. Croucher Why robotswill have emo-
tions. In Proc 7th Int. Joint Confeenceon Al, pages
197-202 Vancouer, 1981.

A. SlomanandB.S. Logan. Evolvablearchitecturegor
human-like minds. In G. Hatano, N. Okada, and
H. Tanabe,editors, Affective Minds, pages169-181.
Elsevier, Amsterdam2000. ISBN 0-444-50418-4.

L. Weiskrantz. Consciousneskost and Found Oxford
UniversityPressNew York, Oxford, 1997.

[.P. Wright. Emotional agents PhD thesis,
School of Computer Science, The University
of Birmingham, 1977. (Available online at
http://www.cs.bham.ac.uk/research/edig) .

I.P. Wright, A. Sloman,andL.P. Beaudoin. Towardsa
design-basednalysisof emotionalepisodes.Philoso-
phy Psydiatry and Psydology, 3(2):101-126,1996.
Repr in R.L.Chrisley (Ed.), Artificial Intelligence:
Critical Conceptsn Cognitive ScienceVol 1V, Rout-
ledge,London,2000.



