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ABSTRACT

To increasethe depthandappealof computergames,the
intelligenceof the charactersthey containneedsto be in-
creased.Thesecharactersshouldbe playedby intelligent
agentsthatareawareof how goalscanbeachievedandrea-
sonedabout.ExistingAI methodsstrugglein thecomputer
gamedomainbecauseof the real-timeresponserequired
from the algorithmsand restrictive processoravailability.
This paperdiscussesthe CogAff architectureas the basis
for anagentthatcandisplaygoalorientatedbehaviour un-
der real-timeconstraints.To aid performancein real-time
domains(e.g.computergames)it is proposedthatboththe
processesencapsulatedby the architecture,and the infor-
mationit mustoperateonshouldbestructuredin awaythat
encouragesa fastyet flexible responsefrom the agent. In
addition,anytime algorithmsarediscussedasa methodfor
planningin real-time.

INTRODUCTION

Computergamesareparticularlysuitedto agentbasedAI
becausealmostevery computergamefeaturescharacters.
Whetherthesecharactersarefacelessguardsin a top-secret
facility, playerson a football pitch,or evil plumber-battling
princess-kidnappingdespots,they canall beviewedasex-
amplesof (more or less) intelligent agents. The field of
agentbuilding in AI is very wide ranging, incorporating
robotics,simulation,philosophy, vision andothers. Com-
putergamesneedtheapplicationof thesetechniquesif they
areto increasetheintelligenceof their characters,andcon-
sequentlythe appealand quality of the games(van Lent
et al., 1999).

There are currently two existing projectsthat aim to
produceintelligentagentsspecificallyfor computergames.
ThesearetheEXCALIBURprojectandtheSoarbotproject.
TheSoarbotprojectaimstocreatebots(“humanlevel” com-
putercharacters)for Quake2usingthetheSoararchitectural
framework for intelligentagents.TheEXCALIBUR project
is lessgamespecificandis aimedmoretowarddevelopinga
systemfor controllingintelligentagentsin computergame-

like environments.
Therestof thispaperwill firstbriefly outlinewhyagents

shoulddemonstrategoalorientatedbehaviour, andthenin-
troducethe CogAff architecture.This will be followedby
somethoughtson onepartof thearchitecture,how thedata
an agentprocessesshouldbe structured,andhow anytime
algorithmscanbeappliedto real-timeplanning.

GOAL ORIENTATED BEHAVIOUR

Whenanagentis situatedin anenvironmentsuchasacom-
putergame,therearea numberof thingsthat theagentcan
do to appearmoreintelligent(andhencea morebelievable
character). One of the most importantof theseis to act
in a way that demonstratesan awarenessof goals. This
awarenesscan rangefrom simply having “built-in” goals
(e.g.thehard-wiredgoalto eatwhenhungry),to generating
completelyoriginalgoalswhenthesituationrequiresit (e.g.
the goal to help the little old lady that hasfallen over in
front of you), andreasoningaboutthe relative importance
of differentgoals(e.g.decidingthathelpingtheold lady is
moreimportantthanbuyingasandwich).

By achieving goals the agentdemonstratesthat it is
proactive(not justresponsive),thatit canreasonaboutwhat
shouldbe importantin thecurrentsituation(e.g. socialin-
teraction,accumulationof importantphysicalobjects,pro-
tectingits family), andthat it canfind waysin which it can
affect the achievementof thesegoals. Goal orientatedbe-
haviour is alsooneof themorewidely acceptedproperties
that distinguishes an agent from other artifacts
(FranklinandGraesser, 1997). A typical agentwill have a
largenumberof interactinggoals,rangingfrom thecritical
(e.g. survival), to the obscure(e.g. collecting Pokemon
tradingcards),to themundane(e.g.gettingto work).

THE COGAFF ARCHITECTURE

TheCogAff architectureis a three-layeragentarchitecture
developedby the CognitionandAffect projectat the Uni-
versityof Birmingham.Its structurecanbeseenin Figure1.
The ideasanddesigndecisionsbehindthearchitectureare
detailedin a numberof the CognitionandAffect project’s
publicationse.g. (Sloman,2000;Sloman,to-appear).The
following list providesa shallow, whistle-stoptour of the
architecture’skey features.
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Figure1: TheCogAff Architecture

� Reactive Layer: Reactive processesthatactbasedon
thecurrentworld stateor theagent’s internalstate.

� VariableThresholdAttentionFilter: A filter thatpre-
ventsless-than-urgentgoalsfrom overloadingthepro-
cessingof thedeliberative layer(cf. (Logan,2000)).

� Deliberative Layer: Supportsthe agent’s “what-if ”
reasoninganddeliberativedecisionmaking.

� Meta-managementLayer:Monitorsandevaluatesin-
ternalcontrolandprocessingissues.

Thedesignof thearchitectureis suchthatanagentcan
make the most of its limited processingresources,and is
ableto reactto importantenvironmentaleventsin a timely
fashion.Both thesefactsarecrucial to the implementation
of intelligent agentsin computergames. The useof pro-
cessingtime is maximisedby theattentionfilter. Thefilter
is usedto inhibit theprogressof goals(requestsfor process-
ing) generatedby thereactive layer. Its basicoperationcan
besummarisedasfollows;everygoalgeneratedis assigned
aheuristicmeasureof insistence,if this level is greaterthan
theoneencodedby thefilter it is allowed to “surface”and
influenceprocessingin thedeliberativelayer(Beaudoinand
Sloman,1993). A timely (althoughnot always optimal)
responseto environmentalchangeis guaranteedby having
concurrentlyoperatinglayers. If the deliberative layer is
engagedin a processingtask,thereactive layerwill always
beavailableto reactto thecurrentsituation.

An exampleof suchconcurrency in a gamecould be
demonstratedby a player in a football gamerunningwith
the ball in space.The reactive layer keepsthe playerrun-
ning in theright directionandkeepstheball undercontrol.
Whilst this is happeningthedeliberativelayercanplanhow
and when to passthe ball. Distinct levels of processing
canalsobewitnessedin awidevarietyof humanactivities.
For example,our breathingis constantlycontrolledwhilst
we happilycontemplateour dayto dayproblems.Existing
examplesof agentsusing the CogAff architectureinclude
Ian Wright’s MINDER1 (Wright, 1997)andSteve Allen’s
concern-centricagents(Allen, 2000).

The Deliberative Layer

Within theCogAff architecture,decisionmakingis carried
outin variousways.In thereactivelayer, decisionmakingis
basedon selectinga “hard-coded”actionrule thatmatches
thecurrentsituation.Thedeliberativelayer’s“what-if ” rea-
soningrequiresthe generationand evaluationof possible
future states. Becauseof this, a processingmethodmore
sophisticatedthanreactive rule executionis required. Re-
active processingcannotbe usedbecausepurely reactive
methodshavedifficulty definingpathsto futurestateswhen
their precedingsituationscannotbeaccuratelyandwholly
anticipated. Suchsituationswill often occur in complex
and dynamiccomputergameworlds. A suitablemethod
for decidingactionsfor futurestatesis generativeplanning.
Examples of generative planners include
Cassandra (Pryor and Collins, 1993) and STRIPS
(FikesandNilsson,1990). Thebehaviour of suchsystems
couldtheoreticallybereplicatedby reactive rules,but such
a largesetof ruleswould berequiredthat (a) development
time would be extensive, and (b) the processingtime re-
quired to match a rule to the current state would be
prohibitively large.

Thedeliberative layer is thedriving forcebehindmak-
ing thedecisionsthatultimatelydirectthebehaviour of the
computergameagent,thereforeit is this layerthatwemust
focusonwhenaimingto developgoal-orientatedbehaviour.
Differentinstantiationsof theCogAff architecturecancon-
tain vastly different deliberative layers. At one extreme
it could featuresomesimple patternmatchingthat eval-
uatespossiblefuture statesbasedon the currentone,and
retrievesa storedplanfrom memory. At theotheryou may
seea complex systemof interactingprocesses(i.e. belief
maintenance,generative planning,machinelearning,plan
recognition,opponentmodelling and goal management).
When using any vaguelycomplex reasoningsystem,the
deliberativelayeris likely to becometheagent’sprocessing
bottleneck.This is becauseplanningin anythingbut simple
domainswill have to dealwith computationallyintractable
searchspaces(Chapman,1985). The consequenceof this
is thatanagentmaygetcaughtup in “what-if ” deliberation
when its attentionis really requiredelsewhere. This will
preventan agentfrom actingeffectively in real-time,asin
thelong-termits reactionswill notbeassuccessfulasplans.
To combatthis problemthe functionalelementswithin the
deliberative layer must(a) be structuredandcontrolledin
a way thatallows themto behighly responsive to the real-
time dynamicsof theagent’s environment,and(b) provide
affective responsesevenwhentheir processingtime is lim-
ited or unpredictable.

STRUCTURAL CONSIDERATIONS

To enabledeliberative processingto occur in real-time(at
run-time), it will be necessaryto structureboth the infor-
mationthattheagentis to deliberatewith, andtheprocesses
that will performthe deliberation.This structuringshould
aim to encouragefastresponsesfrom thedeliberative layer



of an� agent,preferablywithoutthelossof expressivepower.

Information Structure

It is importantto structurethedatathatanagentmustrea-
son with. This allows searchto be performedin a more
efficient anddirectedmanner. For example,usingheuris-
ticswhenperformingsearchrepresentsawayof structuring
data. Heuristicsstructurethe searchspaceinto regionsof
“good” and“bad” solutionsor partialsolutions.Thefollow-
ing paragraphswill discusstwo possiblewaysof structuring
thesearchspaceanagentfacesin acomputergame.

Thefirstmethodof imposingstructureisplanwaypoints.
Theseareasimilarconceptto navigationwaypoints:apoint
(in planspace)that theagentmustpassthroughin orderto
progress.If we imaginea hierarchyof abstractionsspan-
ning theentireof anagent’s operation(i.e. a planfrom the
startof a gameto theendof a game),waypointsrepresent
subgoalsvery high up in this hierarchy. They could be
generatedin variousways (not just throughplanning),or
couldbespecifiedoffline to generatedesiredbehaviour (e.g.
collect100goldcoins- buy asword- find playerX - engage
in combat). By focusingan agent’s deliberative functions
on achieving waypointswe can reducethe time an agent
mustspendplanning. This is becausethe agentwill only
have to tackleeasilymanageablechunksof planning,and
hencewill be able to return a result quicker. Waypoints
will alsoincreasetheefficiency of theplanningprocess.By
strictly limiting the future projectionof an agent’s plans,
wereducetheprobabilitythatintendedactionswill become
invalid becauseof changesdue to the dynamicnatureof
computergameworlds.

A secondpossibility for structuringthe informationan
agentfacesis throughthe role it playsin the game. If we
usetheideaof a theatricalrole(i.e. apartthatanactormust
play, andthatdefinestheir behaviour), we canview agents
as actorsplaying roles in computergames. A role will
determinesuperficialfeaturesof an agentlike appearance
andvoice,but rolescanalsobeusedto specifybehaviour-
relevantcharacteristics.Thesecanincludephysicalproper-
tiessuchasstrengthor speed,or moreinterestingly, cogni-
tivepropertiessuchasintelligence,perceptiveness,or pref-
erencesfor or againstobjectsor behaviours (e.g. a hatred
of spidersor a love of gunsthatmake loud noises).These
characteristicscan be usedin a similar mannerto search
heuristics,in definingand focusingprocessingon regions
within thesearchspacethatwill morereadilyoffer suitable
solutions.Suchcharacteristicscouldalsoleadto very var-
iedbehaviour beingproducedby similaragentswith differ-
entroles.

Architectural Structure

Theessenceof anagentarchitectureis thepresenceof var-
ious heterogeneousprocesseslinked togetherby a flow of
information. To producean agentthat can deliberatein
real-time,whilst stayingresponsive to its environment,we
musttake full advantageof architecturalstructure.At one

structuralextremeanagentcouldhaveamonolithicdeliber-
ative layerwhich dealtseriallywith every differenttypeof
reasoningandkept trackof all thechangesin the environ-
ment.Theproblemthispresentsis thatit wouldrisk lagging
behindthe world if it was processinga problemwhen it
really shouldbeupdatingits representation,or monitoring
importantevents. Theotherstructuralextremewould be a
deliberative layer consistingof an independentintelligent
processfor eachnecessaryjob (e.g. a processthat did all
the planningin isolation,a processthatmaintainedbeliefs
in isolationetc.). This would lack efficiency becausepro-
cesseswould needto have duplicatefeatures(e.g. envi-
ronmentalmonitoring,goalrepresentations)if they wereto
operatesuccessfully, andsuchalevelof functionalindepen-
dencewouldnodoubtthrow upanumberof conflictswhen
processesactedconcurrently.

Luckily we only have to use such extremesas scare
tacticswhenmakinga point, andarenot restrictedto them
whendevelopingagentarchitectures.To createasuccessful
deliberativelayerweneedto combinethekey featureof the
first extreme(controloveravarietyof integratedprocesses),
with thekey featureof thesecond(concurrentlyactivepro-
cesses),andcreatesomethingbetterthanbothof them.

The asynchronousoperationof architecturalelements
is an ideacommonlyusedto facilitatereal-timeoperation
(cf. qualitiesfor real-timesuccessin (Hayes-Roth,1990)).
The advantageof this is demonstratedby the concurrent
independentlayersof theCogAff architecture.If we apply
theconceptto theelementswithin a singlelayer, a similar
advantagecanbegained.If we divide the functionsof the
deliberative layer into a numberof independentyet com-
municatingmodules,eachgetstheadvantageof arelatively
autonomousoperation(e.g. allowing it to manageits own
resources),andtheagentgetstheadvantageof aresponsive
andflexible deliberative layer. The structureof the delib-
erative layer shouldallow for asynchronousprocessesfor
at leastplanning,belief maintenance,andmotive mainte-
nance. Motive maintenanceshouldhandlethe adoption,
managementanddeliberative generationof goals,aswell
as dealingwith roles and waypoints(this could easily be
decomposedfurther).

ANYTIME PLANNING

Evenwith anarchitecturethatis flexible with regardto time
demands,any planningprocesswill posepossibleperfor-
mancerelatedproblem. This is becauseplanningin com-
plex environmentsis, asmentionedpreviously, intractable.
To beamanageableandfully integratedpartof thestructure
of thedeliberativelayer, aplanningalgorithmrequiressome
additionalfeatures.Primarily we would like a plannerthat
can be monitoredand controlled (interrupted,redirected,
etc.) without hinderingits performance.This would, for
example,allow anagentto interruptplanninghow to attack
anenemywhenit neededto planto escapefrom imminent
danger. It would also be desirableto have a plannerthat
couldbeexecutedfor a fixedamountof timeandthenhave
it returna result. This could be used,for example,if the



agent� knew how long it would have until certainenviron-
mentalfeatureschanged. Anytime algorithms(Deanand
Boddy, 1988) lend themselvesideally to thesedesiredbe-
haviours.

Theunderlyingconceptof ananytime algorithmis that
asprocessingtime increases,sodoesthe quality of the re-
sult returned.For example,drawing apicturecouldbecon-
sideredan anytime algorithm; the longer the artist hasto
spendon thework, thehigherthequality of theresult. An
exampleof a non-anytime algorithmis searchingfor your
car keys; either you’ve found them or you haven’t. Be-
causeof the steadyimprovementin the resultsof process-
ing, it is possibleto interrupt the algorithmat any time to
return a solution (the earlier you interrupt the lower the
solutionquality). To produceanalgorithmthatcanfunction
in this manner, a numberof desirablepropertiesmust be
present(Zilberstein,1996). Oneof the most importantof
thesepropertiesis consistency of improvement.A consis-
tent algorithmprovidesoutputquality that correlateswell
with computationtime, allowing a performanceprofile to
bebuilt (DeanandBoddy, 1988).A performanceprofile is
a graphof outputquality againsttimewhich canbeusedto
probabilisticallydeterminetheoutcomeof ananytimealgo-
rithm. Performanceprofilesareneededto allow reasoning
abouttheoperationsof anytime algorithms(e.g.whetherit
is worth interruptinga processyet or if an interruptionis
forced,whethertheresultingplanwill beof a usablestan-
dard). Unfortunatelyknowledge-basedalgorithmssuchas
planningarenot always“well-behaved”; their outputdoes
not correlatewell to their computationtime. This makesit
difficult to construct performance profiles for them
(MouaddibandZilberstein,1995).Somepreviouswork has
presenteddifferentapproachesto this problem.

Work doneon the EXCALIBUR projecthasproduced
aplanningmodelbasedon structuralconstraintsatisfaction
problems(SCSPs)(Nareyek, 2000a). Local searchtech-
niquesare usedto explore the constraintsthat definethe
planning problem. Structuralconstraintsallow the local
searchmethodto modify not just the instantiationsof the
constraintson theplan(asin traditionalconstraintsatisfac-
tion problems),but the entire structureof the plan. The
useof local searchmeanstheincreasein complexity of the
plan occursin an iterative mannerand henceresultsin a
predictableperformanceprofile. The early resultsof this
methodlook promising(Nareyek,2000b).

(MouaddibandZilberstein,1995)presentthe concept
of progressiveprocessing.Thismethodgroupstogetherthe
knowledgeandoperatorsthatrepresenta particularlevel of
granularity. Operatorsat onelevel of granularitycanonly
processdatathat have the samelevel of granularity, thus
limiting theimmediatesearchspace.After every reasoning
cycle anevaluationis madeaboutwhetherto continuerea-
soningatthecurrentlevel,or to usemorespecificoperators.
Processingin thiswaygivestheknowledgebasedalgorithm
a muchmorepredictableperformanceprofile becausethe
solution quality increasessteadilywith the granularityof
theprocessing.

Of thesetwo methods,the conceptof progressive pro-

cessingis most suited to agent-basedreal-timeplanning.
This is becauseit lendsitself to theuseof hierarchicalplan-
ning techniques(eachlevel of the hierarchyrepresentsa
level of granularity).This is importantbecauseit allowsthe
agentto take advantageof goal-subgoalinstability (Wood,
1993,p27). This methodspecifiesstablehigh-level goals
first, and then doesnot specify their lessstablesubgoals
andactionprimitivesuntil it is absolutelynecessary. This
is useful in dynamic environmentsbecauseplanscan be
generatedthat encodethe goal being plannedfor without
settingin stonetheprecise(primitive)detailsof how it is to
beachieved(thepartof theplanthatwill probablychange).
To reflectthesituatednatureof acomputergameagent(i.e.
that it is directly effectedby the resultsof its actions,and
not an unaffectedadvisor)it may be necessaryto modify
theprogressive planningmodelslightly. Insteadof always
planningat uniform levelsof granularity, it maybenefitthe
agentto expandearly plan subgoalsto a greaterdegreeof
specificitybeforeexpandinglater ones. This would mean
that if a planningprocessgetsterminatedprematurely, the
agentwill have concreteactionsto executeimmediately.
Unfortunatelysucha modificationpresentstwo problems.
Thefirst is thatit maynotprovidesuchapredictableperfor-
manceprofileastheoriginalalgorithm.This is becausethe
purely progressive naturewould be replacedwith a series
of progressionsand regressions.The secondis the issue
of subgoalinteraction.If earlysubgoalsareexpandedto a
greaterdegreethanlaterones,this may prohibit important
choiceslaterin theplanningprocess.

A problemthat ariseswhen consideringanytime pro-
gressive processingin a situatedagentis: how doesthe
agentexecutethe incompletelyspecifiedplansthat arere-
turnedafter the plannerhasbeeninterrupted?If we only
allow theplannerto only returnany completeplansfound,
we lose the predictable performance profile (a
similar method to this was used in
(Blythe andReilly, 1993)). But not doing this meansthat
somepartsof the plan may still be in an unexpandedor
abstractform. A possible(yet far from satisfactory)answer
to this would be to take advantageof the architecturethat
theplanneris implementedwithin. Thereactivelayerof the
agent(assuminga CogAff architecture)must have access
to a numberof precompiledreactive plans(e.g. the run-
away quick plan or the pick up healthplan) for usewhen
the planningprocessis not available. If this plan library
wasto containsomesketchplansfor moreabstractactions
(e.g.cleartheareaof enemies,or getto ahigherfloor in the
building), then the agentwould be able to act with some
degree of intelligence. Somedefinite restrictionswould
have to beplacedon this method.Thesketchplansshould
be fairly low in specificdetail thus allowing them to be
executedin many differentcircumstances.This would also
maintain the importanceof agentsproducingmore com-
pleteplans;acompleteplanwouldstill haveahigherlikeli-
hoodof successthananincompleteone.Thereshouldalso
be a restrictionon the level of abstractionthat the sketch
planscandescribe.It would bethoroughlypointlessfor an
agentbuilder to developa plannerandthengive the agent



reacti� veimplementationsof all thepossibleactionsanyway.

CONCLUSIONS & FUTURE WORK

Sofarthereareveryfew solidconclusionsto draw from this
work. Thispaperhasoutlinedmoreadirectionfor research
thanan accountof its results. What hasbeenmadeclear
is that to increasethe intelligence,and hencethe appeal
of computergameagents,it is necessaryto give themthe
ability to make goalorientateddecisionsin real-time.This
equatesto planningin real-time. Planningon its own will
be ineffective, so it must be embeddedin an architecture
thatallowstheagentmaximumreal-timeflexibility . Thear-
chitectureproposedis theCogAff architecture.It is suitable
becauseit is gearedtowardagentswith limited resourcesin
dynamicenvironments.Thedeliberative layerof thearchi-
tecture,andthedatait will processshouldbestructuredto
facilitate real-timeoperationby the agent. It is clear that
the planningsystemfor a computergameagentshouldbe
basedon ananytime algorithm(or possiblya collectionof
them),but knowledgebasedsystemsdo not often display
thenecessarypropertiesrequiredfor a “well-behaved” any-
timealgorithm.Theconceptof progressiveplanningis used
asthesolutionto this, althoughalterationsmayneedto be
madefor situatedplanning. Planningconceptsthat were
not mentionedbut needto be addressedare the problems
causedby a dynamic environment. Theseare problems
suchasinformationuncertaintyandthevariablesuccessof
actions. Solutionsto thesewill involve interleaving plan-
ning andplan execution,andmonitoring the environment
and the outcomesof processesandactions. All concepts
will benefitfrom prototypeimplementationsanddesignre-
finements.The initial implementationswill be doneusing
POP-11andtheSIM AGENTtoolkit becausethelanguage
allows very quick and easyincrementaldevelopment. A
working implementationwithin a commercialgamewould
requirea languagethatexecuteda lot faster. A possibility
for this would betheRC++languagedevelopedat Sony. It
hasanumberof similaritiesto SIM AGENTandsoporting
thecodeshouldnot poseany majorproblems.

NOTES

This researchis supportedby sponsorshipfrom Sony Com-
puter EntertainmentEurope. The Cognition and Affect
project’s homepageand publications can be found at
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for the EXCALIBUR project can be found at
http://www.ai-center.com/projects/excalibur/, andtheSoar-
bot projectat http://ai.eecs.umich.edu/˜soarbot/.
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