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ABSTRACT

To increasethe depthand appealof computergames the
intelligenceof the characterghey containneedsto bein-

creased.Thesecharactershouldbe playedby intelligent
agentghatareawareof how goalscanbeachievedandrea-
sonedabout.Existing Al methodsstrugglein the computer
gamedomain becauseof the real-timeresponseaequired
from the algorithmsand restrictve processoravailability.

This paperdiscusseshe CogAff architectureasthe basis
for anagentthatcandisplaygoal orientatecbehaiour un-

der real-timeconstraints.To aid performancen real-time
domaing(e.g. computergamesjt is proposedhatboththe
processegncapsulatedby the architecture andthe infor-

mationit mustoperateon shouldbe structuredn away that
encourages fastyet flexible responsdrom the agent. In

addition,anytime algorithmsare discussedsa methodfor

planningin real-time.

INTRODUCTION

Computergamesare particularly suitedto agentbasedAl
becausealmostevery computergamefeaturescharacters.
Whetherthesecharactersrefacelesguardsn atop-secret
facility, playerson afootball pitch, or evil plumberbattling
princess-kidnappindespotsthey canall be viewed asex-
amplesof (more or less)intelligent agents. The field of
agentbuilding in Al is very wide ranging, incorporating
robotics,simulation,philosophy vision and others. Com-
putergameseedthe applicationof thesetechniquesf they
areto increaseheintelligenceof their charactersandcon-
sequentlythe appealand quality of the games(van Lent
etal., 1999).

There are currently two existing projectsthat aim to
produceintelligentagentsspecificallyfor computergames.
ThesearetheEXCALIB UR projectandtheSoarboproject.
TheSoarboprojectaimsto createbots(“*humanlevel” com-
putercharactersfor Quake2usingthetheSoararchitectural
framaworkfor intelligentagents TheEXCALIB UR project
is lessgamespecificandis aimedmoretowarddevelopinga
systemfor controllingintelligentagentsn computergame-

like ervironments.

Therestof thispapewill firstbriefly outlinewhy agents
shoulddemonstratgoal orientatecbehaviour, andthenin-
troducethe CogAff architecture.This will be followed by
somethoughtson onepartof thearchitecturehow the data
an agentprocesseshouldbe structured andhow anytime
algorithmscanbe appliedto real-timeplanning.

GOAL ORIENTATED BEHAVIOUR

Whenanagents situatedn anervironmentsuchasacom-
putergame therearea numberof thingsthatthe agentcan
do to appeamoreintelligent(andhencea morebelievable
character). One of the mostimportantof theseis to act
in a way that demonstratesn awarenesf goals. This
awarenessan rangefrom simply having “built-in” goals
(e.g.thehard-wiredgoalto eatwhenhungry),to generating
completelyoriginalgoalswhenthesituationrequirest (e.g.
the goal to help the little old lady that hasfallen over in
front of you), andreasoningaboutthe relative importance
of differentgoals(e.g. decidingthathelpingthe old lady is
moreimportantthanbuying a sandwich).

By achieving goals the agentdemonstrateshat it is
proactve (notjustresponsie), thatit canreasoraboutwhat
shouldbeimportantin the currentsituation(e.g. socialin-
teraction,accumulatiorof importantphysicalobjects,pro-
tectingits family), andthatit canfind waysin whichit can
affect the achievementof thesegoals. Goal orientatedbe-
haviour is alsooneof the morewidely acceptegroperties
that distinguishes an agent from other artifacts
(Franklinand Graesserl997). A typical agentwill have a
large numberof interactinggoals,rangingfrom the critical
(e.g. survival), to the obscure(e.g. collecting Pokemon
tradingcards)to themundange.g. gettingto work).

THE COGAFF ARCHITECTURE

The CogAff architecturds athree-layeragentarchitecture
developedby the Cognitionand Affect projectat the Uni-
versityof Birmingham.Its structurecanbeseenn Figurel.
The ideasanddesigndecisionshehindthe architectureare
detailedin a numberof the Cognitionand Affect project’s
publicationse.g. (Sloman,2000; Sloman,to-appear).The
following list providesa shallav, whistle-stoptour of the
architectures key features.
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Figurel: The CogAff Architecture

¢ Reactve Layer: Reactve processethatactbasedn
the currentworld stateor theagents internalstate.

¢ VariableThresholdAttentionFilter: A filter thatpre-
ventsless-than-ugentgoalsfrom overloadinghepro-
cessingof thedeliberatve layer (cf. (Logan,2000)).

e Deliberative Layer: Supportsthe agents “what-if”
reasoninganddeliberatve decisionmaking.

¢ Meta-managemenmitayer: Monitorsandevaluatesn-
ternalcontrolandprocessingssues.

The designof thearchitecturds suchthatanagentcan
malke the mostof its limited processingesourcesandis
ableto reactto importantervironmentaleventsin atimely
fashion.Both thesefactsarecrucial to the implementation
of intelligent agentsin computergames. The useof pro-
cessingime is maximisedby the attentionfilter. Thefilter
is usedto inhibit theprogres®f goals(requestdor process-
ing) generatedby thereactive layer. Its basicoperationcan
besummarisedsfollows; every goalgenerateds assigned
aheuristicmeasuref insistenceif thislevel is greatethan
the oneencodeddy thefilter it is allowedto “surface”and
influenceprocessingn thedeliberatvelayer(Beaudoirand
Sloman,1993). A timely (althoughnot always optimal)
responséo ernvironmentalchanges guaranteedby having
concurrentlyoperatinglayers. If the deliberatve layer is
engagedn aprocessingask,thereactve layerwill always
beavailableto reactto the currentsituation.

An exampleof suchconcurreng in a gamecould be
demonstratedby a playerin a football gamerunningwith
the ball in space.The reactve layer keepsthe playerrun-
ning in theright directionandkeepsthe ball undercontrol.
Whilst thisis happenindhedeliberatie layercanplanhow
and whento passthe ball. Distinct levels of processing
canalsobewitnessedn awide variety of humanactuities.
For example,our breathingis constantlycontrolledwhilst
we happily contemplateur dayto day problems.Existing
examplesof agentsusingthe CogAff architecturenclude
lan Wright's MINDER1 (Wright, 1997)and Steve Allen’s
concern-centriagentgAllen, 2000).

The Deliberative L ayer

Within the CogAff architecturedecisionmakingis carried
outin variousways.In thereactvelayer, decisionrmakingis
basedon selectinga “hard-coded actionrule thatmatches
thecurrentsituation. Thedeliberatie layer’s “what-if” rea-
soningrequiresthe generationand evaluationof possible
future states. Becauseof this, a processingnethodmore
sophisticatedhanreactve rule executionis required. Re-
active processingcannotbe usedbecausepurely reactve
methodshave difficulty definingpathsto futurestatesvhen
their precedingsituationscannotbe accuratelyandwholly
anticipated. Suchsituationswill often occurin comple
and dynamic computergameworlds. A suitablemethod
for decidingactionsfor future stateds generatre planning.
Examples  of generatie planners include
Cassandra(Pryor and Collins, 1993) and STRIPS
(FikesandNilsson,1990). The behaiour of suchsystems
couldtheoreticallybereplicatedby reactie rules,but such
a large setof ruleswould be requiredthat (a) development
time would be extensie, and (b) the processingime re-
quired to match a rule to the current state would be
prohibitively large.

The deliberatve layeris the driving force behindmak-
ing the decisionghatultimately directthe behaiour of the
computegameagentthereforet is this layerthatwe must
focusonwhenaimingto developgoal-orientatedehaviour.
Differentinstantiationf the CogAff architecturecancon-
tain vastly different deliberatve layers. At one extreme
it could feature somesimple patternmatchingthat eval-
uatespossiblefuture statesbasedon the currentone, and
retrievesa storedplanfrom memory At the otheryou may
seea complex systemof interactingprocessegi.e. belief
maintenancegeneratie planning, machinelearning,plan
recognition, opponentmodelling and goal management).
When using ary vaguely complex reasoningsystem,the
deliberatve layeris likely to becomeaheagents processing
bottleneck.Thisis becausglanningin anything but simple
domainswill have to dealwith computationallyintractable
searchspaceqChapman,1985). The consequencef this
is thatanagentmaygetcaughtup in “what-if” deliberation
whenits attentionis really requiredelsavhere. This will
preventan agentfrom actingeffectively in real-time,asin
thelong-termits reactionswill notbeassuccessfuhsplans.
To combatthis problemthe functionalelementswithin the
deliberatve layer must(a) be structuredand controlledin
away thatallows themto be highly responsie to thereal-
time dynamicsof the agents environment,and(b) provide
affective responsesvenwhentheir processindgime is lim-
ited or unpredictable.

STRUCTURAL CONSIDERATIONS

To enabledeliberatve processingo occurin real-time(at
run-time), it will be necessaryo structureboth the infor-
mationthattheagents to deliberatewith, andtheprocesses
thatwill performthe deliberation. This structuringshould
aimto encouragdastresponsefrom the deliberatve layer



of anagent preferablywithoutthelossof expressie power.
Information Structure

It is importantto structurethe datathatan agentmustrea-
sonwith. This allows searchto be performedin a more
efficient and directedmanner For example,using heuris-
ticswhenperformingsearchrepresentaway of structuring
data. Heuristicsstructurethe searchspaceinto regions of
“good” and“bad” solutionsor partialsolutions.Thefollow-
ing paragraphwiill discusgwo possiblevaysof structuring
thesearchspaceanagentfacesn acomputergame.

Thefirst methodof imposingstructuras planwaypoints.
Theseareasimilar concepto navigationwaypoints:apoint
(in planspace}hatthe agentmustpassthroughin orderto
progress.If we imaginea hierarchyof abstractionspan-
ning the entireof an agents operation(i.e. a planfrom the
startof a gameto the endof a game),waypointsrepresent
subgoalsvery high up in this hierarchy They could be
generatedn variousways (not just throughplanning), or
couldbespecifiedffline to generatalesiredbehaiour (e.g.
collect100gold coins- buy asword- find playerX - engage
in combat). By focusingan agents deliberatve functions
on achierzing waypointswe can reducethe time an agent
mustspendplanning. This is becausd¢he agentwill only
have to tackle easily manageablehunksof planning,and
hencewill be ableto returna result quicker. Waypoints
will alsoincreaseheefficiengy of theplanningprocessBy
strictly limiting the future projectionof an agents plans,
we reducethe probabilitythatintendedactionswill become
invalid becauseof changesdue to the dynamic natureof
computergameworlds.

A secondpossibility for structuringthe informationan
agentfacesis throughtherole it playsin the game. If we
usetheideaof atheatricalrole (i.e. apartthatanactormust
play, andthatdefinestheir behaiour), we canview agents
as actorsplaying roles in computergames. A role will

structuralextremeanagentcouldhave amonolithicdeliber

ative layerwhich dealtserially with every differenttype of

reasoningandkepttrack of all the changesn the environ-
ment. Theproblemthis presentss thatit wouldrisk lagging
behindthe world if it was processinga problemwhenit

really shouldbe updatingits representationgr monitoring
importantevents. The otherstructuralextremewould be a
deliberatve layer consistingof an independentntelligent
procesdor eachnecessaryob (e.g. a processhatdid all

the planningin isolation,a processhat maintainecbeliefs
in isolationetc.). This would lack efficiency becausepro-
cessesvould needto have duplicatefeatures(e.g. ervi-

ronmentaimonitoring,goal representations) they wereto

operatesuccessfullyandsuchalevel of functionalindepen-
dencewould no doubtthrow up anumberof conflictswhen
processeactedconcurrently

Luckily we only have to use such extremesas scare
tacticswhenmakinga point, andarenot restrictedto them
whendevelopingagentarchitecturesTo createa successful
deliberatve layerwe needto combinethekey featureof the
first extreme(controloveravarietyof integratedprocesses),
with the key featureof the secondconcurrentlyactive pro-
cesses)andcreatesomethingoetterthanboth of them.

The asynchronousperationof architecturalelements
is anideacommonlyusedto facilitate real-timeoperation
(cf. qualitiesfor real-timesuccessn (Hayes-Roth1990)).
The advantageof this is demonstratedy the concurrent
independenlayersof the CogAff architecturelf we apply
the conceptto the elementswithin a singlelayer, a similar
adwantagecanbe gained. If we divide the functionsof the
deliberatve layer into a numberof independentet com-
municatingmodulesgachgetstheadvantageof arelatively
autonomou®peration(e.g. allowing it to managets own
resources)andtheagentgetsthe advantageof aresponsie
andflexible deliberatve layer The structureof the delib-
eratve layer shouldallow for asynchronougrocessesor
at leastplanning, belief maintenanceand motive mainte-

determinesuperficialfeaturesof an agentlike appearance nance. Motive maintenanceshould handlethe adoption,

andvoice, but rolescanalsobe usedto specifybehaiour-

relevantcharacteristicsThesecanincludephysicalproper

tiessuchasstrengthor speedpr moreinterestingly cogni-
tive propertiessuchasintelligence perceptvenessor pref-

erencedor or againstobjectsor behaiours (e.g. a hatred
of spidersor a love of gunsthat make loud noises).These
characteristiczan be usedin a similar mannerto search
heuristics,in defining andfocusingprocessingon regions
within thesearchspacethatwill morereadily offer suitable
solutions. Suchcharacteristicgould alsoleadto very var-

ied behaiour beingproduceddy similar agentswith differ-

entroles.

Architectural Structure

Theessencef anagentarchitecturds the presencef var-
ious heterogeneouprocesse$inked togetherby a flow of
information. To producean agentthat can deliberatein
real-time,whilst stayingresponsieto its ervironment,we
musttake full advantageof architecturaktructure.At one

managemenand deliberatve generationof goals,aswell
as dealingwith roles and waypoints(this could easily be
decomposeféurther).

ANYTIME PLANNING

Evenwith anarchitecturehatis flexible with regardto time

demandsary planningprocesswill posepossibleperfor

mancerelatedproblem. This is becauselanningin com-
plex ervironmentsis, asmentionedpreviously, intractable.
To beamanageablandfully integratedpartof thestructure
of thedeliberatvelayer, aplanningalgorithmrequiressome
additionalfeatures.Primarily we would like a plannerthat
can be monitoredand controlled (interrupted,redirected,
etc.) without hinderingits performance. This would, for

example,allow anagentto interruptplanninghow to attack
anenemywhenit neededo planto escapdrom imminent
danger It would also be desirableto have a plannerthat
couldbe executedor afixedamountof time andthenhave

it returna result. This could be used,for example,if the



agentknew how long it would have until certainenviron-
mentalfeatureschanged. Anytime algorithms(Deanand
Boddy, 1988)lend themselesideally to thesedesiredbe-
haviours.

The underlyingconceptof ananytime algorithmis that
asprocessingime increasesso doesthe quality of there-
sultreturned.For example,drawing a picturecouldbe con-
sideredan anytime algorithm; the longer the artist hasto
spendon the work, the higherthe quality of the result. An
exampleof a non-arytime algorithmis searchingor your
car keys; either you've found them or you haven't. Be-
causeof the steadyimprovementin the resultsof process-
ing, it is possibleto interruptthe algorithmat ary time to
return a solution (the earlier you interrupt the lower the
solutionquality). To produceanalgorithmthatcanfunction
in this manner a numberof desirablepropertiesmustbe
present(Zilberstein,1996). One of the mostimportantof
thesepropertiess consisteng of improvement. A consis-
tent algorithm provides output quality that correlateswell
with computationtime, allowing a performanceprofile to
bebuilt (DeanandBoddy, 1988). A performanceprofile is
a graphof outputquality againstime which canbe usedto
probabilisticallydeterminghe outcomeof ananytime algo-
rithm. Performanceprofilesareneededo allow reasoning
aboutthe operationf anytime algorithms(e.g. whetherit
is worth interruptinga processyet or if aninterruptionis
forced,whetherthe resultingplanwill be of a usablestan-
dard). Unfortunatelyknowledge-basealgorithmssuchas
planningare not always“well-behaved”; their outputdoes
not correlatewell to their computatiortime. This makesit
difficult to construct performance profiles for them
(MouaddibandZilberstein,1995). Somepreviouswork has
presentedlifferentapproacheso this problem.

Work doneon the EXCALIBUR projecthasproduced
aplanningmodelbasedn structuralconstraintsatistiction
problems(SCSPs)Nareyek, 2000a). Local searchtech-
niguesare usedto explore the constraintsthat define the
planning problem. Structuralconstraintsallow the local
searchmethodto modify not just the instantiationsof the
constrainton the plan (asin traditionalconstraintsatishc-
tion problems),but the entire structureof the plan. The
useof local searchmeangheincreasen compleity of the
plan occursin an iterative mannerand henceresultsin a
predictableperformanceprofile. The early resultsof this
methodlook promising(Nareyek, 2000b).

(Mouaddiband Zilberstein, 1995) presentthe concept
of progressie processingThis methodgroupstogethetthe
knowledgeandoperatorghatrepresent particularlevel of
granularity Operatorsat onelevel of granularitycanonly
processdatathat have the samelevel of granularity thus
limiting theimmediatesearctspace After every reasoning
cycle anevaluationis madeaboutwhetherto continuerea-
soningatthecurrentlevel, or to usemorespecificoperators.
Processingn thisway givestheknowledgebasedhlgorithm
a much more predictableperformanceprofile becausehe
solution quality increasessteadily with the granularity of
theprocessing.

Of thesetwo methodsthe conceptof progressie pro-

cessingis most suitedto agent-basedeal-time planning.
Thisis becausdt lendsitself to theuseof hierarchicaplan-
ning techniquesg(eachlevel of the hierarchyrepresenta
level of granularity).Thisis importantbecausét allowsthe
agentto take advantageof goal-subgoainstability (Wood,
1993,p27). This methodspecifiesstablehigh-level goals
first, and then doesnot specify their less stablesubgoals
and action primitivesuntil it is absolutelynecessaryThis
is usefulin dynamic environmentsbecauseplans can be
generatedhat encodethe goal being plannedfor without
settingin stonethe precise(primitive) detailsof how it is to
beachieved(thepartof the planthatwill probablychange).
To reflectthe situatechatureof acomputergameagenti.e.
thatit is directly effectedby the resultsof its actions,and
not an unafectedadvisor)it may be necessaryo modify
the progressre planningmodelslightly. Insteadof always
planningat uniform levelsof granularity it may benefitthe
agentto expandearly plan subgoalgo a greaterdegreeof
specificity beforeexpandinglater ones. This would mean
thatif a planningprocesgetsterminatedprematurelythe
agentwill have concreteactionsto executeimmediately
Unfortunatelysucha modificationpresentswo problems.
Thefirstis thatit maynotprovide suchapredictableperfor
manceprofile astheoriginal algorithm. This is becausehe
purely progressie naturewould be replacedwith a series
of progressionand regressions. The secondis the issue
of subgoalinteraction.If early subgoalsareexpandedo a
greaterdegreethanlater ones,this may prohibit important
choicedaterin theplanningprocess.

A problemthat ariseswhen consideringanytime pro-
gressve processingn a situatedagentis: how doesthe
agentexecutethe incompletelyspecifiedplansthat arere-
turnedafter the plannerhasbeeninterrupted? If we only
allow the plannerto only returnany completeplansfound,
we lose the predictable performance profile (a
similar  method to this was used in
(Blythe and Reilly, 1993)). But not doing this meansthat
somepartsof the plan may still be in an unexpandedor
abstracform. A possible(yetfar from satishctory)answer
to this would be to take advantageof the architecturethat
theplanneris implementedvithin. Thereactivelayerof the
agent(assuminga CogAff architecture)musthave access
to a numberof precompiledreactie plans(e.g. the run-
away quick plan or the pick up healthplan) for usewhen
the planningprocessis not available. If this plan library
wasto containsomesketchplansfor moreabstraciactions
(e.g.cleartheareaof enemiespr getto ahigherfloor in the
building), thenthe agentwould be able to act with some
degree of intelligence. Some definite restrictionswould
have to be placedon this method. The sketchplansshould
be fairly low in specific detail thus allowing them to be
executedn mary differentcircumstancesThis would also
maintain the importanceof agentsproducingmore com-
pleteplans;acompleteplanwould still have ahigherlik eli-
hoodof successhananincompleteone. Thereshouldalso
be a restrictionon the level of abstractiorthat the sketch
planscandescribe It would bethoroughlypointlessfor an
agentbuilder to develop a plannerandthengive the agent



reactveimplementationsf all thepossibleactionsarnyway.
CONCLUSIONS & FUTURE WORK

Sofarthereareveryfew solid conclusiongo draw from this
work. This paperhasoutlinedmoreadirectionfor research
thanan accountof its results. What hasbeenmadeclear
is that to increasethe intelligence,and hencethe appeal
of computergameagents,it is necessaryo give themthe
ability to make goal orientateddecisionsn real-time. This
equatedo planningin real-time. Planningon its own will
be ineffective, so it mustbe embeddedn an architecture
thatallowstheagentmaximumreal-timeflexibility . Thear-
chitectureproposeds the CogAff architecturelt is suitable
becausét is gearedowardagentswith limited resourcesn
dynamicernvironments.The deliberatve layer of the archi-
tecture,andthe datait will processshouldbe structuredo
facilitate real-time operationby the agent. It is clearthat
the planningsystemfor a computergameagentshouldbe
basedon an anytime algorithm (or possiblya collection of
them), but knowledgebasedsystemsdo not often display
thenecessarpropertiegequiredfor a“well-behaved” any-
timealgorithm. Theconcepbf progressieplanningis used
asthe solutionto this, althoughalterationamay needto be
madefor situatedplanning. Planningconceptsthat were
not mentionedbut needto be addressedre the problems
causedby a dynamic ervironment. Theseare problems
suchasinformationuncertaintyandthe variablesucces®f
actions. Solutionsto thesewill involve interlearing plan-
ning and plan execution,and monitoring the ervironment
and the outcomesof processesndactions. All concepts
will benefitfrom prototypeimplementationginddesignre-
finements.Theinitial implementationsvill be doneusing
POP-1landthe SIM_AGENT toolkit because¢helanguage
allows very quick and easyincrementaldevelopment. A
working implementatiorwithin a commercialgamewould
requirea languagethat executeda lot faster A possibility
for this would bethe RC++languagelevelopedat Sory. It
hasanumberof similaritiesto SIM_AGENT andsoporting
thecodeshouldnot posearny majorproblems.

NOTES

Thisresearclis supportedy sponsorshigrom Sory Com-
puter EntertainmentEurope. The Cognition and Affect
projects homepageand publications can be found at
http://www.cs.bham.ac.uk/"axs/cafi.ntml. Thehomepage
for the EXCALIBUR project can be found at
http://www.ai-centexcom/projects/ecalibur/, andthe Soar
bot projectat http://ai.eecs.umich.edu/"soarbot/.
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