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Abstract

In this paper we considera hypotheticalsoftware agentthat informs usersof possiblehumanrights violations by
scanningrelevant new reports. Suchan agentsuffers from the “indifference” problemif it allows the definition of
humanrightsin its knowvledgebaseto be arbitrarily modified. We do not believe thatembodimentn thehumanworld is
necessaryo overcomethis problem. Instead we proposethata reflectivearchitectue is requiredsothatthe agentcan
protecttheintegrity of its knowledgebaseandunderlyingsoftwaremechanismskurthermorethe monitoringcoverage
mustbe suficientsothatthereflectve mechanismshemselesarealsomonitoredandprotected.To avoid the problem
of infinite regresswe areexploring a biologically inspiredform of distributedreflection, wheretheagents functionality
is distributedover several “micro-level” agents.Theseagentsmutually acquiremodelsof eachotherandsubsequently
usetheir modelsto obsere andrepaireachother;in particular they look for deviationsfrom normalexecutionpatterns
(anomalies)We presentaworking architecturevhich solvesarestrictedversionof theindifferenceproblemin asimple
virtual world. Finally, we give aconceptuabutlineof how this architecturecanbeappliedin thehumanrightsscenario.

1 Intr oduction

Thereis a considerableamountof researchinto the de-
signof autonomousigentsvhich acton behalfof ausers
commercialinterests(e.g. shopping). Henceit is rea-
sonableto askif softwareagentscanbe designedo act
independenthon behalfof humanethicalconcernge.g.
assistwith researchinto humanrightsviolations).

A fundamentatjuestionis whethertheagentneeddo
“experience’painor happinesin thesamecircumstances
that a humandoesif it is be trustedto make the right
decisionsin complex or unforeseersituations,a charac-
teristicwhich maylooselybe called“humangrounding”.
The ideais similar to that of “symbol grounding” (Har-
nad,1990)and“communicationgrounding”(Billard and
Dautenhahn1997). Generallyit is assumedhatground-
ing requiregphysicalembodimen{seeMataric(1997)for
ananalysisof this problem).

We assuméhroughouthata symbolicrepresentation
is necessarto specifyethicalrequirementgwe donotbe-
lieve alternativesto berealistic). Thena “non-grounded”
representatioiis onewhich is composedf formal sym-
bolsonly, andis not associatedvith ary “experience’in
therealworld. We seeimmediatelythatthereareserious
problemsof brittleness.If the representationvereto be
modified by an enemyandreplacedwith somethingdif-
ferent(e.g.killing of aminority ethnicgroupis desirable),
thentheagentwould actaccordingo thesenew principles

in exactly the sameway. We call this the “indif ference”
problem.

We arguethatindifferencecanbe reducedoy includ-
ing self-monitoringand self-protectve featuresinto the
agentarchitectureThis hasthe consequencthattherep-
resentationtself neednot be groundedn human-like ex-
perience. It alsofollows thatembodimenin the human
world is notessential.

To shaw the argumentin detail we first give a work-
ing exampleof a reflective agentwhich overcomesome
of the problemsof indifferencein a simplevirtual world.
Secondlywe considerthe exampleof a web-baseagent
which alertsa useraboutvariousissuesconcerninghu-
manrights. Finally we give a conceptuabutline of how
the reflective agentcould be extendedto satisfy the re-
guirementf the humanrightsagent.

2 Reflective Control Systems

A simple way to incorporatehuman concernsinto an
agentarchitectures to considettheagentasacontrolsys-
tem(Sloman,1993). Theconcern®f theagentonbehalf
of a human)canthen be definedas the agents mecha-
nismsfor seekinghuman-desiredtatesor ensuringthat
a users critical requirementgrenot violated. If all con-
cernsare externally specified,the agentis like a home-
ostaticsystem. However, theremay be situationswhere



theagentdevelopsits own concernsn thatit candevelop
a tendeng to presere a statewhich was not externally
specified.Seee.g.Allen (2000).

A homeostaticystemdoesnot really solve the prob-
lem of indifference.For example,an operatingsystemis
indifferentif it allows an unauthorisegersonwith priv-
ilegedaccesgo instructit to take anactionwhich would
violateuserrights(e.g. deletetheirfiles without their per
mission). As a response€o this problem,we may rep-
resentuserrights as requiredstatesof the world which
shouldnot beviolated,evenif a privilegeduserrequests
it. However, this alonedoesnot solve the problem,since
the attacler may first disablethe part of the software
which ensureghatuserrightsarenotviolated.

We proposethatthe problemshouldbe addresseas
follows:

1. The statusof the agents software should be in-
cludedaspart of the world which it is observing,
i.e. theagentshouldbereflective

2. Theagents capabilityto continueoperatings also
a requiredstateof the world and should be pre-
sened in the sameway as userrights should be
presered.

Therearenow two levelsof “concern”: homeostaticon-
cernsrefer to userspecifieddesirablestates,while self-
protectiveconcerngeferto desirablestateof the control
systemitself.

This two-layered architectureis inspired by au-
topoiesistheory (Maturanaand Varela, 1980) and Sec-
ond Order Cyberneticqvon Foerster 1981). The desir
ablestatedor self-protectiorareexpectedo beemepgent
becausehey referto internalstatesof the softwareandit
unlikely that thesestatescould be known in advanceby
a user Thuswe have emegentconcernswhoseeffects
may or may notbe apparentn the obsenedbehaiour of
the agentin its externalworld. For corveniencewe call
the internal stateof the agentits internal world, in con-
trastto its externalworld.

A self-protectve agentshoulddefendits softwareand
internaldatafrom unauthorise¢hangesandensurehatit
hassufficientcomputationatesourceso doits task. Sim-
ilarly, it shouldmonitorhow it usesheseresourcesdoes
it spendmosttime andresource®n the mostrelevantas-
pectsof its problemdomain? E.g. it shouldrecognise
whenit is beingswampedwith meaninglesdataandfalse
alarmswhich “distract” it from doing productve work.
Thisis relatedto the conceptof “meta-managementsee
e.g.Sloman(1998).

Clearly, we cannotexpectinvulnerability Thereare
ervironmentswvhereself-protectionwould beimpossible;
for exampleif the interferencehappengoo fastfor the
systemto react,or if it hasno appropriatesensors.We
assumehatthisis notthecase.

2.1 The Reflective BlindnessProblem

If werepresenanagentasacontrolsystemC'y, for anex-
ternalworld, thesimplestwayto introduceself-protection
is to add a meta-level as shown in figure 1(a). We as-
sumethattheagenthasamodel Mg of theexternalworld
(e.g. in theform of rules)which enablesdt to predictits
next state. Actions are selectedaccordingto the quality
of the predictedstate. The meta-level is like a second
control systemwhich is appliedto the agents internal
world (i.e. aspectsof its own execution)to maintainits
requiredstates(hencethe label Cy). In the simplestsit-
uationthe model M at this level only predictsthat the
internalworld will remain“normal”. Note that sensors
andeffectorsarealsousedonthislevel (S; and Ey).

However, the simple architecturein figure 1(a) will
notsolve theindifferenceproblem.A fundamentalveak-
nessof sucha systemis thatit cannoteasilymonitorthe
statusof its reflective capability (as this apparentlyre-
quiresan infinite tower of meta-levels). For example,if
its meta-level is preventedfrom executing,thereis noth-
ing within the systemitself thatcandetectthis. For more
details on the problem, seean earlier paper(Kennedy,
1999).

Consequentlyreflective blindnesss a majorcauseof
indifference althoughit may not be the only cause(see
section3).
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Figurel: Reflectve agentarchitectures

2.2 Distrib uted Reflection

To work aroundthereflective blindnesgproblem,we have
implementedan architectureusing a distributed form of
reflection, where the agents functionality is distributed
over several parallel processeswhich may be called
“micro-agents”,asthey constitutethe micro-structue of



the macro-level agentwhich is the whole control sys-
tem. (Rumelhartet al. (1986) also usethe term “micro-
structure”but on a lower level). We will usethe term
“agent” atthis level whenthereis no ambiguity

Figure 1(b) shawvs the minimal configurationof two
(micro-) agents. In the simplest configuration, these
agentsareidentical copies,andonly oneis “in control”,
i.e. it is responsibldor maintainingthe externalerviron-
ment. (In figure 1(b), A2 doesnot act on the world but
only sensest). More complex configurationsare possi-
ble,in which agentsarespecialists.

Theagentanutuallyacquiremodelsof eachotherand
subsequentlyisetheir modelsto obsene eachotherand
detectdeviationsfrom normalexecutionpatternganoma-
lies). Thisis notexpectedo eliminateall formsof reflec-
tive blindnessratherit givesthe controlsystemsuficient
reflectve coverage,in thatit enablesmonitoringandre-
pair of any componentsiecessaryor survival in a hos-
tile environment.(SeealsoKornman(1996)which intro-
ducestherelatedconcepbf “reflective self-suficiengy”).
An ervironmentis “hostile” if any of the systems exec-
utive and control componentsan be interferedwith in-
cludingits self-obserationandself-repaircapabilities.

2.3 Hostile environments

We now focuson the systems$ ervironment. At present,
we areinterestedn “threats”to the internalworld only,
asthis is themostchallengingproblem.For the moment,
we imaginethereis an “enemy” which caninterferede-
structively in ary of thefollowing ways:

1. Directmodificationof ansystems controlsoftware
(including its knowledge-basecontaining ethical
requirementspy deleting,corruptingor otherwise
modifying the code.

2. Weaknessxploitation: presentit with a situation
thatits softwarecannotcopewith.

3. Resouce blocking: preventit from achieving its
goal by stealing,blocking or diverting its compu-
tationalresourcege.g.denialof serviceattacks).

4. Deceptionis mostly coveredby (1) and(2) above.
Thesimplestexampleis directmodificationof sen-
soroperationsothatthey givefalsereadings.

It is possiblehatall four of thesetypesof interferencecan

be detectedas anomaliesn externalor internal sensors.

We now give a working exampleof an agentwhich can
copewith (1) and(4) in asimplescenario.

2.4 A simulated extemal world

Minder3is a simulatedexternalworld basedon the orig-
inal Minderl scenario(Wright and Sloman,1997). It is
shavn schematicallyin figure 2. The world is madeup

of severaltreasurestores,oneor moreditchesandanen-
ergy supply The agenthasthe task of collecting trea-
sure,while avoiding ary ditchesandensuringthatits ve-
hicle’s enegy supplyis regularly restored. The “value”
of the treasurecollectedshouldbe maximisedand must
beabove 0. Collectedtreasurecontinuallylosesvalueas
it getsless“interesting”; effectively the agentbecomes
more “bored”. Treasurestoresthat have not beenvis-
ited recentlyaremoreinteresting(andthuswill addmore
value)thanthosejust visited. In the caseof distributed

Vehicle

@ Treasure store
Energy supply

° Ditch

Figure2: Minder3 Scenario

reflection, control of the vehicleis sharedbetweentwo
micro-level agentsN and B in accordancewith figure
1(b). (B isin controlby default).
Thewholesystent'dies” if any of thecritical require-
mentsareviolated. At presentthe variablesthat the ex-
ternalcontrolsystenmaintainsacceptablarenotrelated
to its own softwareoperationj.e. a poor quality external
world doesnot affect the quality of the software. How-
ever, the corversedoesapply: a deteriorationn the state
of thesoftwarewill oftenhave anegative effectontheex-
ternalworld. Laterwe will discusssituationswherethe
externalworld mayhave aneffecton theinternalone.

2.5 A realinternal world

The meta-levelsin figure 1 operateon an internalworld
usingso-callednternalsensorandeffectors.implemen-
tationwhich is basedon the SIM_AGENT packag€gSlo-
manandPoli, 1995). In this ervironment,an agentexe-
cution(onthemicro-level) is asequencef sense-decide-
act cyclesandis run concurrentlywith other agentsby
a scheduler The agentarchitectureis encodedn a set
of rules (called a rulesystem)which is divided up into
modules(rulesets).Rulesaregenerallyeitherreactve or
deductie. Selectednodulesof a singlemicro-agentare
shavn schematicallyn tablel (for simplicity, mary com-
ponentshave beenomitted,e.g. interpretatiorandevalu-
ation of sensorydata). Note that the meta-level is also
includedasa setof rules(to be definedater).

During eachcycle, atraceentryis producedor each
rule that hasits conditionschecled, along with an ad-
ditional entry if it fires. In the following cycle, this ex-
ecution patternis loadedinto the agents databaseby



its internal sensors(data accessprocedures). Thus it
can comparethe sensedpatternwith the expectedpat-
tern. In accordancevith figure1(b),anagents meta-level
evaluatespatternsfrom two differentsourcespamelyits
own object-level andits neighbours meta-level. In other
words, agentscan obsene and repair eachother’s self-
obsenation and self-repairprocesses.However, in the
two-agentcase,thereare limits to how far an agentcan
determinehow well it is beingmonitoredor repairedby
its neighbour(asthis would needathird “neutral” agent).
Note that we aretalking aboutthe real operationof
the agents software, so that the internal world is not a
simulation(althoughthe externalworld is).

2.5.1 Fault insertion

A faultinsertionpseudo-agertecomesctive atrandom
intervalsandimplantsvariousfaultsin the rulesystemof
a randomly selectedagent, provided the minimal inter-
val betweerfaultsis sufficient to allow someactionto be
takenin responseo thefirst fault (oneof the simplifying
assumption®f the problem). At presentjts interference
is restrictedto deletionof individual ruleschoserat ran-
dom.

Tablel: Selectedarchitecturanodules

Function | Ruleset Rule
Sense externalsensors| seetreasure?,
seeditch?
Meta-level | internalsensors
acquiremodel | ...
usemodel anomaly?
repair?
Decide generatemotive | low_enegy?
bored?
choosetarget new_target?
Act avoid_obstacles
avoid_ditch
move

2.5.2 Model acquisition

The self-modelis a signatureof “normal” rule-firing pat-
terns.As statedabove,we assumehatsuchamodelis ac-
quiredby theautonomousystenduringatrainingphase,
astheprecisepatternsnvolvedwill notusuallybeknown
in advance. We thereforedecidedto usethe principles
of artificial immunesystemgDasguptandAttoh-Okine,
1997). An artificial immunesystemgequirestwo things:
first analgorithmwhich runsduringa protected‘training
phase”to acquirethe capabilityto discriminatebetween

“self” and“nonself’ patternsandsecondlyananomaly-
detectionalgorithmfor useduring the operationaphase
whenrealintrusionscanoccut

2.5.3 Artificial immune systems

In the artificial immunesystemditerature,two basicap-
proachesare relevant: signature-baseéhtrusion detec-
tion, (Forrestet al., 1994) and negative selection(Das-
guptaandForrest,1996).

In signature-basedpproachesa databaseof “nor-
mal” patternsis constructedduring the training phase,
which may be obtainedby repeatedlyobservingthe sys-
tem while it runs under normal conditions, protected
from intruders.Any significantdifferencefrom this is an
anomaly

In negative selection,a randompopulationof unique
detectorss first generatedDuring the training phaseall
detectorswhich match“normal” patternsare eliminated
(hencethe term negative selection). Thusif a detector
matchessomeactuity during the operationalphase the
actity is anomalougnonself). Negative selectionhas
mary advantagege.g. it is moreefficient thansignature-
basedmethods).However, it doesnot detectabsence®sf
patternsassociatedvith the normalfunctioningof com-
ponents.Moreover, thereis no guaranteethatit will de-
tectintrusions which mayavoid sensorsi.e. they maybe
of aform thatdoesnot shav up onthedetectors.

Thereforeweimplemented versionof thesignature-
basedimmune algorithm to deal specifically with ab-
sencesausedby unauthorisedlisablingof components
(i.e. rules). In particulay we addressedhe following
guestion: is it possibleto guaranteethat an omission
of essentiapartsof the signaturecanbe detectedgiven
thatit is possibleto designthe systemsothatthe critical
componentdeave atraceon every cycle (areasonablas-
sumption,assimilar techniquesare usedin fault-tolerant
softwaresystemsg.g. messagdogging and checkpoint-
ing). For example rulesusedto determinevhetheravio-
lation of userrequirementsiasoccurredwvould becritical
componentsaswell asthoseusedto implementthe im-
munesystemitself, which is implementedas meta-level
rules(shovn schematicallyn tablel).

Duringthetrainingphasea“positive detector’is gen-
eratedfor every new rule firing patternencounterednd
givenaweightof 1. For every subsequenbccurrenceof
the samepatternduringthe training phasethe weight of
its detectoris incremented.

During the operationalphase,if a positive detector
fails to matchsomethingin the trace and the detectors
weightis closeto 100%,(i.e. the numberof cyclesin the
trainingphase}hisis regardedasan“absence’anomaly

For mismatchef detectorsvhoseweightsare less
than 100%a thresholdmay be defined,above which the
weighted sum of mismatcheswould be consideredan
anomaly (This is similar to that usedby Forrestet. al.,
exceptthatthey do not useweights).



This methodfor detectinganomalieshassomelimi-
tations. In particular it assumeshat the ervironmentis
fairly staticandperiodic(asis thecasein the currentsce-
nario).

2.6 High-level distinctions are necessary

Oneof our mainfindingsis thatthe acquisitionof a sig-

nature(i.e. self-model)for the distributed architecture
requireshigh-level symbolicdistinctionswhich immune
systemalgorithmsalonedo not provide. In thetwo-agent
case pothagentsmustacquiremodelsof eachotherdur-

ing theirjoint trainingphase Unfortunatelythey will only

learn abouteachothers training phasesnot abouttheir

operationalphases.Hence,as soonasthey enteropera-
tional phasethey will find eachother'simmunepatterns
to be “foreign” (failureto tolerate“self” in immunesys-

tem terminology). In our restrictedimplementationthis

is afailureto tolerateabsencesf the training phasepat-

terns,which is the sameproblemin principle. We now

describeour solutionto this problem.

2.6.1 Mutual bootstrapping of models

Insteadof simply having a training phasefollowed by an
operationaphasethe model-acquisitions spreadover a
longer protectedphasein which eachagentis in anin-
terim opemtional phaseat differenttimes.

To shav whathappensyve usethe following naming
cornvention:theagentwhichis currentlybuilding amodel
is labelledr, while the agentit is observingis labelledd
(for obsener andobsened respectrely). Temporalcon-
straintsensurehatwhile r isin atrainingphaseits neigh-
bourd makesatransitionbetweeratrainingphaseandan
operationaphase.Thentherolesarereversed:the agent
thatwasd playstherole of r andvice versa.

Figure4 shows two orderingpossibilities(depending
on whetherN or B is first to obsenre the other’s transi-
tion). Eachagents protective phasas shavn asavertical
line andis dividedinto trainingphasel (T1), interim op-
erationalphasg(O1) andtraining phase2 (T2). Thecon-
straintsareasfollows: (1) if T1 of B endsbeforeT1 of N
thenO1 of B shouldendbeforeO1 of N; (2) phasedura-
tions experienceddy eachobservingagent(a, b, ¢ andd
in figure 4) shouldbelong enoughto be called“phases”;
e.g. adurationof 1 or 2 cyclescould be regardedas a
fluctuation,notasa phase During theinterim operational
phase(O1) of ary obsened agentd, the fault insertion
agentis permittedto placefaultsin its object-level sothat
its “normal” reactionto an anomaly(including its self-
repair) canbe obsenedby the agentin training phaser.
Thus,the anomaly-detectioandself-repairprocesof d
canbeincorporatednto r’s model.

2.6.2 Discovering activity classes

We now returnto our problemof how to guaranteethat
a critical omissionwill be detected. Sincean obsened

(a) N observes B’s transition first; (b) B observes N's transition
first. Vertical lines are time lines of N and B; horizontal lines are
phase transitions; a dashed line segment is an observation of a
transition, including experience of phases before and after.

Figure3: Temporalconstraints

meta-level undegoesphasetransitions,we cannotnow
dependon essentialpatternsbeing continually present
duringanobsenationperiod. Merely toleratingnew pat-
terns(or absence®f old ones)will not be enough. In-
stead,we mustdeterminewhich patternsareessentiain
a particular phase Thereforejt is necessaryo discrimi-
natebetweerdifferentmodesof the obsened meta-level,
sothatin ary particulartrace,eitherall patternsassoci-
atedwith onemodemustbe presentaindnoneof theother
patternsaarepresenor vice versa(exclusive OR). Its sim-
plestform canbevisualisedasa partitioningof alist of p
indexedpatterngnto two sublists:

list_A: [patterni, patterns, ..., pattern.,]

list_B: [patterngt1, patterng iz, ..., patterng, 1,
wherem + n = p. This approachs a specialcaseof par
titioning methodssuchasthatusedin Kohonemets(Ko-
honen,1984).We implementedhe methodasfollows:

1. Theobservingagentr detectsatransitionin theob-
sened meta-level if thereis a suddenstoppingof
at leastT hitherto continually occurring patterns
along with the suddenstarting of at least7" un-
known patterngwhereT is athreshold).

2. All stoppedand startedpatternsare hypothesised
to belongto the sameactivity type (e.g. immune
systemoperation)with eachsetof patternscorre-
spondingto mutually exclusive modesof the activ-
ity. The hypothesisnayberefutedlater, e.g. if the
new patternsdo not persist.A symbolfor the new
activity type (alongwith its modes)is generatedn
theevolving model.

At presentthe systemgenerates¢wo actvity typesasa
two-level tree-structure:

level 1: immunesystemactivity: eithertrainingor opera-
tional.

level 2: operationalphaseactiity: eitherit detectsan
anomalyor it doesnot.



More refinementis possible,e.g. when it detectsan
anomaly it may identify a real problemor it may find
nothingwrong (treatedasa falsealarm).

2.7 Context-sensitve anomaly detection

Oncethemodelhasbeenacquiredanagentin operational
phasecanidentify which mode(of eachactivity type)the
obsered meta-level is in. Firstit checksto seeif there
is an XOR violation in the trace patterns. Sincewe are
interestedn absencesa violation occurswhenboth pat-
ternsfrom a mutually exclusive pair aremissingfrom the
trace. This meansthat a critical componentassociated
with oneof the patternsmay have beendisabled but we
donotknow which oneyet,asonepatternshouldbemiss-
ing in ary case.To find out which patternis anomalously
missing theagentidentifiesthe currentmodeof themeta-
level by looking at ary remainingpatternswhich do not
violate the XOR requiremeniand matchingthemto one
of themodepartitionsin themodel.If thematchingparti-
tion containsthe missingpattern thenthis patternshould
normally have beenpresentduringthis modeandwe can
usethis informationto diagnoseandrepairthe problem
(asthe patternpointsto the rule that should have been
active). More detailscanbefoundin Kennedy(2000).

Current results indicate that an agent using this
methodsuccessfullydetectsnterferencavith arandomly
chosencomponentin its neighbours meta-level. This
meansthatif ary agents meta-level is attacled, thereis
always anotheragentthat detectsthis fact. An enemy
could only win if it were extremely fast (e.g. launch-
ing multiple attackssimultaneouslyandthis canbemade
moredifficult by introducingdiversityinto componentie-
sign (seesection4). This suggestghat the distributed
architectureenablesa significantreductionin reflective
blindnesswhich we identifiedasa major causeof indif-
ference.

2.7.1 Comparisonwith hierarchical reflection

The architecturen figure 1(a) doesnot allow for acqui-
sition of a model of the above type, asthe sameagent
would haveto obsereitselfin bothphasesThis canonly
be doneif the operationaphase(including the detection
of real anomalies)can be combinedwith aspectsf the
trainingphasewhich turnsoutto beimpossibleto doin a
constructve way. Thisis because¢hetwo phasesrefun-
damentallyconflicting: if the agentis in training phase,
unknown patterns(or absence®f familiar patterns)are
assumedo be “normal” andareabsorbednto the model
to form new conceptsif theagentis in operationaphase,
the oppositereactionis required:unknowvn patternsndi-
catea possibleproblemin thereal world, not somedefi-
cieng in themodel.Becausehemodelis trustedto make
this decision,it cannotbe “under construction”. Since
thesewo requirementsonflict, it makesnosense¢o com-
binethemin onecycle. If theagentscillategapidlyfrom

oneto anotherthiswould alsobeineffective, asit violates
thetemporalconstraint§or modelacquisitionabove.

3 An Ethical Software Agent

Having outlined some principles by which reflective

blindnesscan be reducedin a generalcontrol scenario,
we now attemptto apply this architectureto an ethical
softwareagent.In particular we wish to identify ary ad-
ditional causesof indifference,given that the reflectve

blindnessproblemhasalreadybeencompensatedbr in

the architecture. To do this, we specify somerequire-
mentsfor an ethical software agentwhich shouldalert
usersof potentialhumanrightsproblems.

3.1 A humanrights scenario

We require a mappingbetweena collection of textual
reports(classedaccordingto a subtopic)and somefor-
mal logical statementsvhich summarisethe contentof
thetext while alsogiving a descriptionof the stateof the
world. Thenthe humanrights knowledgeis usedto de-
cidewhetherthis stateis goodor not.

We assumethat the technicalproblemsof informa-
tion extraction can be overcome. Currentwork in this
areaincludesFACILE (Ciravegnaetal., 1999)for text un-
derstandingand KmiPlanet(Domingueand Scott,1998),
which provides a personalisechews servicein a non-
ethicalcontext. We alsoassumehatreasoningaboutso-
cial corventionsand legal issuesis technically possible
(e.g. why shoulda terroristbe deniedfreedomwhenhu-
mansin generahave thatright)? Seefor exampleSingh
(1998) which presentsa framework for reasoningabout
socialcommitmentge.g. beingin debtto anotheragent).

Theagentshouldregularly scanthe samesetof inde-
pendentnews sourceqe.g. daily or weekly) anddo the
following:

1. give a summaryof humanrights relatednews on
request

2. alert the user (without being requestedpf possi-
ble humanrightsviolationswhichwerehithertoun-
known.

We will first addresghe problemasatypical Al problem
andthenexaminevariousobjections.The mostbasichu-
manrights are often associatedavith unambiguoustates
of theworld (e.g. hassomeonébeenkilled in a terrorist
attack?). We canimaginethat a software agentcan ex-
tractthis informationfrom a news report. (For simplicity,
we will excludemorecomple rights suchasfreedomof
religion andexpression).

Thenwe seethatsomestatesaredesirableandshould
besought(or preseredif they alreadyexist), e.g.remain-
ing alive is betterthandying, healthis betterthanillness
etc. In otherwords, the statescould be representeds



desirablestatesin a control systemscenarioof the kind
examinedin the previoussection.

The first objectionto this ideais that the agentdoes
not really inhabit the world whosestatesit is evaluating
andattemptingto changej.e. it mustbe embodied(situ-
ated)within the humanworld.

3.1.1 Embodimentis not essential

To examinetheembodimenbbjection,it is usefulto com-
pare the ethical software agentwith a situatedrobotic
agentwhich ensureghat the stateof its ernvironmentis
within desirabldimits (i.e. it is acontrol systemwith di-
rectaccesso its ervironment).Both agentsaresimilarin
thattheir desireshelp to motivateand constraintheir ac-
tivity. In the caseof aroboticagent,its desireswill con-
strainits explorationandplanning. In the caseof a soft-
ware agent,the desirablestatesof the world canhelp to
constrairits searctfor information,determinevhatques-
tionsto ask,andmotivateit to alerttheuser

However, thesoftwareagenthasthefollowing restric-
tions:

1. It doesnot sensethe world directly, but only ob-
senesspeechactsaboutit (i.e. dataaboutit).

2. It cannotactin the world directly, althoughit may
warn of a problemandrecommenda certainkind
of action.

A problemthat arisesfrom the first restrictioninvolves
inaccurag or biasin the information. However, similar

problemscanoccurin roboticagentswith faulty sensors.

Oneway to overcomethe problem(in both physicaland
softwareagents)s to useseveralindependensourcesof
information (e.g. the brainintegratessignalsfrom mary
differentsources)Moreoverit maybepossiblefor a soft-
wareagentto “explore” theworld indirectly by searching
for particularkinds of informationor askingquestions.

Thesecondestrictionis notreally a seriousproblem,
asmostuserswill notwantanagentto take directaction
in thisdomain(unlessit is a situationwherethereis little
timeto react,e.qg.if asuicidalpersomattemptdo crashan
aircraftfull of passengersheflight controlsoftwaremay
interveneto preventit).

Hence,it is usefulto think of a software agentasa
controlsystemwith ahumanin theloop. Themaindisad-
vantageis thattherearetwo levels of sensorsand effec-
torsthatcanfail or be attacled: first, the agents sensing
of thespeechactabouttheworld andsecondlythespeech
actitself (i.e. thedata). Similarly therearetwo layersof
effectors:first, its effectorsfor exploringits virtual world
and communicatingwith the userand secondlyits indi-
rect effectors(people)who may do somethingto change
the statusof the real world, andindirectly producenew
speechactsaboutit (new sensowalues).

It is interestingto note that the roles of humanand
machinecanbereversedn thecaseof autonomousobots
in anunfamiliar ervironment,e.g. spacecraftin this case

it is thehumanusersvho hasindirectaccesso therobot’'s
world, sincethey only receie “speechacts”aboutit and
canonly actindirectly by requestingthe robot to carry
outanaction(whichmaynotwork). Thisis still regarded
as an effective meansof control, althoughdirect access
would clearlybe adwvantageous.

3.1.2 Realworld statesand information states

A secondobjectionis thatwe cannotsimply mapthe de-
sirablestatesof the humanworld onto the agents infor-
mationworld. Otherwiseit may transformthe world im-
mediatelyinto a “good” stateby simply resolvingnot to
know aboutit.

This problemcanbe overcomeby training the agent
to recognisethe averagestateof the world (normalvol-
umeof relevanttext) andto recognisevariouslong-term
humanrights categories(e.g. child labourin a particular
country),which maybestoredin theform of atimelineor
history of events.Text which s of relevanceto thesecat-
egoriesshouldcontinueto occurat the normalrate; ary
sudderreductionor silenceis regardedasaworseningin
the stateof the world (suspecteaensorshipandshould
produceanalert. Thereshouldneverbeasudderabsence
of relevanttext unlessthe lastreportindicateda marked
improvement Similarly, we assumeéhattherewill always
be new temporarysub-catgorieswhich appeaiat an“av-
erage’rate. A sudderreductionin the appearancef new
problemsshouldbetreatedwith suspicionjn particularif
it involvesa countrywith a history of censorship.

3.1.3 A reflective ethical agent

On a conceptuallevel, we can transformthe reflective
control architecturanto the ethicalagentarchitectureby
replacingthevirtual externalworld with speeclactsabout
thehumanworld. The samereflective architecturecanbe
used,including the internalworld definedfor the control
scenario(althoughit would probably have to be scaled
up).

Ethicalrulesarethoseruleswhich determinevhether
thepatternof speechactsindicatesanundesirablestateor
not, and whatkind of action (if ary) is possibleor rec-
ommendede.g. write a letter of protest). The system
attemptsto improve an undesirablestateby initiating its
own speectacts(alertsto theuser).Thisresultsn asmall
improvementrom theviewpoint of theagent(it hasdone
everythingit can). The situationmay improve further if
new speeclactsaredetectedvhich indicatesomedegree
of successfuhctionon the humanrights problem(e.g. a
prisonerhasbeenfreed,debateaboutnew legislationhas
started).

The agents concernsmay be definedas its mecha-
nismsfor defendingits ethicalrules,alongwith all other
softwareandcomputationafesourcesiecessaryo apply
them. Theseinclude external sensorsand software for
text analysisexecutionof actions,andthe reflective and



repaircapabilityitself. Someof theseconcernsareemer
gent, as their exact naturedependon an internal model
whichtheagentitself hasacquired.

4 Remaining Challenges

We have identifiedthe problemof indifferenceandreflec-
tive blindnessn agentarchitectureandgivenasummary
of our currentwork to overcometheseproblems.Ourim-
mediatefuturework involvestheintroductionof diversity
into the softwaresothatmutuallyreflective agentdo not
obsene eachotherin the sameway (thusimproving ro-
bustness)In addition,we planto investigatehe effect of
increasinghe numberof agentdn the reflectve network
(doesthis overcomethe limitations of two agentsor does
it introducenew problems?).One formidablechallenge
thatremainss theproblemof conflicts,whichwe discuss
herebriefly.

4.1 Conflicts

In our scenario,we assumedhat therewas no conflict
betweerhumangoalsandthe survival of the agentitself.
Thehuman-specifiedesirablestatesn theexternalworld
hadno effect on the agents software, e.g. the amountof
treasurecollecteddid notimprove or worsenits statugal-
thoughthe statusof the software affectedits successn
the externalworld). Therecannotbe a fundamentaton-
flict, however, sincetheability to senseinterpret,explore
(thevirtual world) andmalke decisionss essentiato meet
theuserrequirementsWe excludethe situationwherean
agentwould be requiredto destry itself (e.g. wherea
spacecrafis requiredto crashinto a planet),asthisis not
typical in the softwareagentsdomain.

However, there may be secondaryconflicts where
the satisfction of userconcernsinvolves dangerto the
agentitself and the optionsmust be weighedup. (The
agentcould have initially specifieddegreesof “caution”
or “bravery” which it may later modify accordingto its
experience).

Anothervery probablesourceof conflictis thatof dif-
fering humaninterpretationf a particularhumanright.
If we wereto represeneventhe simplesthumanrightsin
arulebasetheremaybe conflictinginterpretationghatit
doesnot take accountof (E.g. for one group of people,
freedommay meanthe availability of motorways, while
for others,a motorway may interferewith their freedom
to enjoy the countryside).One possibleapproacho this
problemis to usemultiple ontologiesto representliffer-
entviewpoints. Conflictresolutionmechanismsvould be
requiredin the caseswvherethey leadto differentconclu-
sionsor suggestonflictingactions.
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