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Abstract

In this paper, we considera hypotheticalsoftware agentthat informs usersof possiblehumanrights violations by
scanningrelevant new reports. Suchan agentsuffers from the “indif ference”problemif it allows the definition of
humanrightsin its knowledgebaseto bearbitrarilymodified.Wedonotbelieve thatembodimentin thehumanworld is
necessaryto overcomethis problem.Instead,we proposethata reflectivearchitecture is requiredsothat theagentcan
protecttheintegrity of its knowledgebaseandunderlyingsoftwaremechanisms.Furthermore,themonitoringcoverage
mustbesufficientsothatthereflective mechanismsthemselvesarealsomonitoredandprotected.To avoid theproblem
of infinite regress,weareexploringabiologically inspiredform of distributedreflection,wheretheagent’s functionality
is distributedover several “micro-level” agents.Theseagentsmutuallyacquiremodelsof eachotherandsubsequently
usetheir modelsto observe andrepaireachother;in particular, they look for deviationsfrom normalexecutionpatterns
(anomalies).Wepresentaworkingarchitecturewhichsolvesarestrictedversionof theindifferenceproblemin asimple
virtual world. Finally, wegiveaconceptualoutlineof how thisarchitecturecanbeappliedin thehumanrightsscenario.

1 Intr oduction

Thereis a considerableamountof researchinto the de-
signof autonomousagentswhichactonbehalfof auser’s
commercialinterests(e.g. shopping). Henceit is rea-
sonableto askif softwareagentscanbe designedto act
independentlyon behalfof humanethicalconcerns(e.g.
assistwith researchinto humanrightsviolations).

A fundamentalquestionis whethertheagentneedsto
“experience”painor happinessin thesamecircumstances
that a humandoesif it is be trustedto make the right
decisionsin complex or unforeseensituations,a charac-
teristicwhich maylooselybecalled“humangrounding”.
The ideais similar to that of “symbol grounding”(Har-
nad,1990)and“communicationsgrounding”(Billard and
Dautenhahn,1997).Generallyit is assumedthatground-
ing requiresphysicalembodiment(seeMataric(1997)for
ananalysisof thisproblem).

We assumethroughoutthata symbolicrepresentation
is necessarytospecifyethicalrequirements(wedonotbe-
lieve alternativesto berealistic).Thena “non-grounded”
representationis onewhich is composedof formal sym-
bolsonly, andis not associatedwith any “experience”in
therealworld. We seeimmediatelythat thereareserious
problemsof brittleness.If the representationwereto be
modifiedby an enemyandreplacedwith somethingdif-
ferent(e.g.killing of aminorityethnicgroupisdesirable),
thentheagentwouldactaccordingto thesenew principles

in exactly the sameway. We call this the “indif ference”
problem.

We arguethat indifferencecanbereducedby includ-
ing self-monitoringand self-protective featuresinto the
agentarchitecture.Thishastheconsequencethattherep-
resentationitself neednot begroundedin human-likeex-
perience.It alsofollows that embodimentin the human
world is not essential.

To show the argumentin detailwe first give a work-
ing exampleof a reflective agentwhich overcomessome
of theproblemsof indifferencein a simplevirtual world.
Secondly, we considertheexampleof a web-basedagent
which alertsa useraboutvariousissuesconcerninghu-
manrights. Finally we give a conceptualoutlineof how
the reflective agentcould be extendedto satisfy the re-
quirementsof thehumanrightsagent.

2 ReflectiveControl Systems

A simple way to incorporatehumanconcernsinto an
agentarchitectureis to considertheagentasacontrolsys-
tem(Sloman,1993).Theconcernsof theagent(onbehalf
of a human)can then be definedas the agent’s mecha-
nismsfor seekinghuman-desiredstatesor ensuringthat
a user’s critical requirementsarenot violated. If all con-
cernsareexternally specified,the agentis like a home-
ostaticsystem.However, theremay be situationswhere



theagentdevelopsits own concernsin thatit candevelop
a tendency to preserve a statewhich wasnot externally
specified.Seee.g.Allen (2000).

A homeostaticsystemdoesnot really solve theprob-
lem of indifference.For example,anoperatingsystemis
indifferentif it allows an unauthorisedpersonwith priv-
ilegedaccessto instructit to take anactionwhich would
violateuserrights(e.g.deletetheirfileswithout theirper-
mission). As a responseto this problem,we may rep-
resentuserrights as requiredstatesof the world which
shouldnot beviolated,even if a privilegeduserrequests
it. However, this alonedoesnot solve theproblem,since
the attacker may first disable the part of the software
which ensuresthatuserrightsarenot violated.

We proposethat the problemshouldbe addressedas
follows:

1. The statusof the agent’s software should be in-
cludedaspart of the world which it is observing,
i.e. theagentshouldbereflective.

2. Theagent’s capabilityto continueoperatingis also
a requiredstateof the world and shouldbe pre-
served in the sameway as user rights shouldbe
preserved.

Therearenow two levelsof “concern”: homeostaticcon-
cernsrefer to user-specifieddesirablestates,while self-
protectiveconcernsreferto desirablestatesof thecontrol
systemitself.

This two-layered architecture is inspired by au-
topoiesistheory (Maturanaand Varela,1980) and Sec-
ond OrderCybernetics(von Foerster, 1981). The desir-
ablestatesfor self-protectionareexpectedto beemergent
becausethey referto internalstatesof thesoftwareandit
unlikely that thesestatescould be known in advanceby
a user. Thuswe have emergentconcerns,whoseeffects
mayor maynot beapparentin theobservedbehaviour of
the agentin its externalworld. For convenience,we call
the internalstateof the agentits internal world, in con-
trastto its externalworld.

A self-protectiveagentshoulddefendits softwareand
internaldatafrom unauthorisedchangesandensurethatit
hassufficientcomputationalresourcesto doits task.Sim-
ilarly, it shouldmonitorhow it usestheseresources:does
it spendmosttime andresourceson themostrelevantas-
pectsof its problemdomain? E.g. it shouldrecognise
whenit is beingswampedwith meaninglessdataandfalse
alarmswhich “distract” it from doing productive work.
This is relatedto theconceptof “meta-management”,see
e.g.Sloman(1998).

Clearly, we cannotexpect invulnerability. Thereare
environmentswhereself-protectionwouldbeimpossible;
for exampleif the interferencehappenstoo fast for the
systemto react,or if it hasno appropriatesensors.We
assumethatthis is not thecase.

2.1 The Reflective BlindnessProblem

If werepresentanagentasacontrolsystem
���

for anex-
ternalworld, thesimplestwayto introduceself-protection
is to add a meta-level as shown in figure 1(a). We as-
sumethattheagenthasamodel � �

of theexternalworld
(e.g. in the form of rules)which enablesit to predictits
next state. Actions areselectedaccordingto the quality
of the predictedstate. The meta-level is like a second
control systemwhich is applied to the agent’s internal
world (i.e. aspectsof its own execution)to maintainits
requiredstates(hencethe label

���
). In the simplestsit-

uation the model � �
at this level only predictsthat the

internal world will remain“normal”. Note that sensors
andeffectorsarealsousedon this level ( � � and � �

).
However, the simple architecturein figure 1(a) will

notsolve theindifferenceproblem.A fundamentalweak-
nessof sucha systemis that it cannoteasilymonitor the
statusof its reflective capability (as this apparentlyre-
quiresan infinite tower of meta-levels). For example,if
its meta-level is preventedfrom executing,thereis noth-
ing within thesystemitself thatcandetectthis. For more
detailson the problem, seean earlier paper(Kennedy,
1999).

Consequently, reflectiveblindnessis a majorcauseof
indifference,althoughit may not be the only cause(see
section3).
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Figure1: Reflectiveagentarchitectures

2.2 Distrib uted Reflection

To work aroundthereflectiveblindnessproblem,wehave
implementedan architectureusinga distributed form of
reflection,wherethe agent’s functionality is distributed
over several parallel processes,which may be called
“micro-agents”,asthey constitutethe micro-structure of



the macro-level agentwhich is the whole control sys-
tem. (Rumelhartet al. (1986)alsousethe term “micro-
structure”but on a lower level). We will usethe term
“agent” at this level whenthereis no ambiguity.

Figure1(b) shows the minimal configurationof two
(micro-) agents. In the simplest configuration, these
agentsareidenticalcopies,andonly oneis “in control”,
i.e. it is responsiblefor maintainingtheexternalenviron-
ment. (In figure 1(b), A2 doesnot act on the world but
only sensesit). More complex configurationsarepossi-
ble, in whichagentsarespecialists.

Theagentsmutuallyacquiremodelsof eachotherand
subsequentlyusetheir modelsto observe eachotherand
detectdeviationsfrom normalexecutionpatterns(anoma-
lies). This is notexpectedto eliminateall formsof reflec-
tiveblindness;ratherit givesthecontrolsystemsufficient
reflective coverage,in that it enablesmonitoringandre-
pair of any componentsnecessaryfor survival in a hos-
tile environment.(SeealsoKornman(1996)which intro-
ducestherelatedconceptof “reflectiveself-sufficiency”).
An environmentis “hostile” if any of the system’s exec-
utive andcontrol componentscanbe interferedwith in-
cluding its self-observationandself-repaircapabilities.

2.3 Hostile envir onments

We now focuson the system’s environment. At present,
we areinterestedin “threats” to the internalworld only,
asthis is themostchallengingproblem.For themoment,
we imaginethereis an “enemy” which caninterferede-
structively in any of thefollowing ways:

1. Directmodificationof ansystem’scontrolsoftware
(including its knowledge-basecontaining ethical
requirements)by deleting,corruptingor otherwise
modifying thecode.

2. Weaknessexploitation: presentit with a situation
thatits softwarecannotcopewith.

3. Resource blocking: prevent it from achieving its
goal by stealing,blocking or diverting its compu-
tationalresources(e.g.denialof serviceattacks).

4. Deceptionis mostlycoveredby (1) and(2) above.
Thesimplestexampleis directmodificationof sen-
soroperationsothatthey give falsereadings.

It is possiblethatall four of thesetypesof interferencecan
be detectedasanomaliesin externalor internalsensors.
We now give a working exampleof an agentwhich can
copewith (1) and(4) in a simplescenario.

2.4 A simulatedexternal world

Minder3 is a simulatedexternalworld basedon theorig-
inal Minder1 scenario(Wright andSloman,1997). It is
shown schematicallyin figure 2. The world is madeup

of severaltreasurestores,oneor moreditchesandanen-
ergy supply. The agenthasthe task of collecting trea-
sure,while avoiding any ditchesandensuringthat its ve-
hicle’s energy supply is regularly restored.The “value”
of the treasurecollectedshouldbe maximisedandmust
beabove 0. Collectedtreasurecontinuallylosesvalueas
it gets less“interesting”; effectively the agentbecomes
more “bored”. Treasurestoresthat have not beenvis-
ited recentlyaremoreinteresting(andthuswill addmore
value) than thosejust visited. In the caseof distributed

E
V

V Vehicle

Treasure store

E Energy supply

Ditch

Figure2: Minder3Scenario

reflection,control of the vehicle is sharedbetweentwo
micro-level agentsN and B in accordancewith figure
1(b). (B is in controlby default).

Thewholesystem“dies” if any of thecritical require-
mentsareviolated. At present,thevariablesthat theex-
ternalcontrolsystemmaintainsacceptablearenot related
to its own softwareoperation,i.e. a poorquality external
world doesnot affect the quality of the software. How-
ever, theconversedoesapply: a deteriorationin thestate
of thesoftwarewill oftenhaveanegativeeffectontheex-
ternalworld. Later we will discusssituationswherethe
externalworld mayhaveaneffecton theinternalone.

2.5 A real internal world

The meta-levels in figure 1 operateon an internalworld
usingso-calledinternalsensorsandeffectors.implemen-
tationwhich is basedon theSIM AGENT package(Slo-
manandPoli, 1995). In this environment,an agentexe-
cution(on themicro-level) is asequenceof sense-decide-
act cycles and is run concurrentlywith other agentsby
a scheduler. The agentarchitectureis encodedin a set
of rules (called a rulesystem)which is divided up into
modules(rulesets).Rulesaregenerallyeitherreactive or
deductive. Selectedmodulesof a singlemicro-agentare
shown schematicallyin table1 (for simplicity, many com-
ponentshave beenomitted,e.g. interpretationandevalu-
ation of sensorydata). Note that the meta-level is also
includedasasetof rules(to bedefinedlater).

During eachcycle, a traceentry is producedfor each
rule that has its conditionschecked, along with an ad-
ditional entry if it fires. In the following cycle, this ex-
ecution pattern is loaded into the agent’s databaseby



its internal sensors(data accessprocedures). Thus it
can comparethe sensedpatternwith the expectedpat-
tern. In accordancewith figure1(b),anagent’smeta-level
evaluatespatternsfrom two differentsources,namelyits
own object-level andits neighbour’smeta-level. In other
words, agentscan observe and repair eachother’s self-
observation and self-repairprocesses.However, in the
two-agentcase,thereare limits to how far an agentcan
determinehow well it is beingmonitoredor repairedby
its neighbour(asthiswouldneeda third “neutral” agent).

Note that we are talking aboutthe real operationof
the agent’s software, so that the internal world is not a
simulation(althoughtheexternalworld is).

2.5.1 Fault insertion

A fault insertionpseudo-agentbecomesactive at random
intervalsandimplantsvariousfaultsin therulesystemof
a randomlyselectedagent,provided the minimal inter-
val betweenfaultsis sufficient to allow someactionto be
takenin responseto thefirst fault (oneof thesimplifying
assumptionsof theproblem).At present,its interference
is restrictedto deletionof individual ruleschosenat ran-
dom.

Table1: Selectedarchitecturemodules

Function Ruleset Rule
Sense externalsensors seetreasure?

seeditch?
....

Meta-level internal sensors ...
acquiremodel ...
usemodel anomaly?

repair?
Decide generatemotive low energy?

bored?
choosetarget new target?

....
Act avoid obstacles ....

avoid ditch ....
move ....

2.5.2 Model acquisition

Theself-modelis a signatureof “normal” rule-firing pat-
terns.As statedabove,weassumethatsuchamodelis ac-
quiredby theautonomoussystemduringatrainingphase,
astheprecisepatternsinvolvedwill notusuallybeknown
in advance. We thereforedecidedto usethe principles
of artificial immunesystems(DasguptaandAttoh-Okine,
1997).An artificial immunesystemsrequirestwo things:
first analgorithmwhich runsduringa protected“training
phase”to acquirethe capabilityto discriminatebetween

“self” and“nonself” patterns,andsecondlyananomaly-
detectionalgorithmfor useduring the operationalphase
whenrealintrusionscanoccur.

2.5.3 Artificial immune systems

In theartificial immunesystemsliterature,two basicap-
proachesare relevant: signature-basedintrusion detec-
tion, (Forrestet al., 1994) and negative selection(Das-
guptaandForrest,1996).

In signature-basedapproaches,a databaseof “nor-
mal” patternsis constructedduring the training phase,
which maybeobtainedby repeatedlyobservingthesys-
tem while it runs under normal conditions, protected
from intruders.Any significantdifferencefrom this is an
anomaly.

In negative selection,a randompopulationof unique
detectorsis first generated.During thetrainingphase,all
detectorswhich match“normal” patternsareeliminated
(hencethe term negative selection). Thus if a detector
matchessomeactivity during the operationalphase,the
activity is anomalous(nonself). Negative selectionhas
many advantages(e.g. it is moreefficient thansignature-
basedmethods).However, it doesnot detectabsencesof
patternsassociatedwith the normal functioningof com-
ponents.Moreover, thereis no guaranteethat it will de-
tectintrusions,whichmayavoid sensors,i.e. they maybe
of a form thatdoesnot show up on thedetectors.

Therefore,weimplementedaversionof thesignature-
basedimmune algorithm to deal specifically with ab-
sencescausedby unauthoriseddisablingof components
(i.e. rules). In particular, we addressedthe following
question: is it possibleto guarantee that an omission
of essentialpartsof the signaturecanbe detected,given
that it is possibleto designthesystemsothat thecritical
componentsleaveatraceoneverycycle(a reasonableas-
sumption,assimilar techniquesareusedin fault-tolerant
softwaresystems,e.g. messageloggingandcheckpoint-
ing). For example,rulesusedto determinewhetheravio-
lationof userrequirementshasoccurredwouldbecritical
components,aswell asthoseusedto implementthe im-
munesystemitself, which is implementedasmeta-level
rules(shown schematicallyin table1).

Duringthetrainingphase,a“positivedetector”isgen-
eratedfor every new rule firing patternencounteredand
givena weightof 1. For every subsequentoccurrenceof
thesamepatternduringthe trainingphase,theweightof
its detectoris incremented.

During the operationalphase,if a positive detector
fails to matchsomethingin the traceand the detector’s
weight is closeto 100%,(i.e. thenumberof cyclesin the
trainingphase)this is regardedasan“absence”anomaly.

For mismatchesof detectorswhoseweightsare less
than100%a thresholdmaybe defined,above which the
weighted sum of mismatcheswould be consideredan
anomaly. (This is similar to that usedby Forrestet. al.,
exceptthatthey do not useweights).



This methodfor detectinganomalieshassomelimi-
tations. In particular, it assumesthat the environmentis
fairly staticandperiodic(asis thecasein thecurrentsce-
nario).

2.6 High-level distinctions are necessary

Oneof our mainfindingsis that theacquisitionof a sig-
nature(i.e. self-model)for the distributed architecture
requireshigh-level symbolicdistinctionswhich immune
systemalgorithmsalonedonot provide. In thetwo-agent
case,bothagentsmustacquiremodelsof eachotherdur-
ing theirjoint trainingphase.Unfortunatelythey will only
learnabouteachother’s training phases,not abouttheir
operationalphases.Hence,assoonasthey enteropera-
tional phase,they will find eachother’s immunepatterns
to be“foreign” (failure to tolerate“self” in immunesys-
tem terminology). In our restrictedimplementation,this
is a failure to tolerateabsencesof thetrainingphasepat-
terns,which is the sameproblemin principle. We now
describeoursolutionto this problem.

2.6.1 Mutual bootstrapping of models

Insteadof simply having a trainingphasefollowedby an
operationalphase,themodel-acquisitionis spreadover a
longerprotectedphasein which eachagentis in an in-
terimoperationalphaseat differenttimes.

To show whathappens,we usethefollowing naming
convention:theagentwhich is currentlybuilding amodel
is labelled � , while theagentit is observingis labelled �
(for observer andobserved respectively). Temporalcon-
straintsensurethatwhile � is in atrainingphase,its neigh-
bour � makesatransitionbetweenatrainingphaseandan
operationalphase.Thentherolesarereversed:theagent
thatwas � playstherole of � andviceversa.

Figure4 shows two orderingpossibilities(depending
on whetherN or B is first to observe the other’s transi-
tion). Eachagent’sprotectivephaseis shown asavertical
line andis dividedinto trainingphase1 (T1), interim op-
erationalphase(O1) andtrainingphase2 (T2). Thecon-
straintsareasfollows: (1) if T1 of B endsbeforeT1 of N
thenO1 of B shouldendbeforeO1 of N; (2) phasedura-
tions experiencedby eachobservingagent(a, b, c andd
in figure4) shouldbelong enoughto becalled“phases”;
e.g. a durationof 1 or 2 cycles could be regardedasa
fluctuation,notasaphase.Duringtheinterimoperational
phase(O1) of any observed agent � , the fault insertion
agentis permittedto placefaultsin its object-level sothat
its “normal” reactionto an anomaly(including its self-
repair)canbe observedby theagentin trainingphase� .
Thus,theanomaly-detectionandself-repairprocessof �
canbeincorporatedinto � ’s model.

2.6.2 Discovering activity classes

We now returnto our problemof how to guaranteethat
a critical omissionwill be detected.Sincean observed
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Figure3: Temporalconstraints

meta-level undergoesphasetransitions,we cannotnow
dependon essentialpatternsbeing continually present
duringanobservationperiod.Merely toleratingnew pat-
terns(or absencesof old ones)will not be enough. In-
stead,we mustdeterminewhich patternsareessentialin
a particular phase. Therefore,it is necessaryto discrimi-
natebetweendifferentmodesof theobservedmeta-level,
so that in any particulartrace,eitherall patternsassoci-
atedwith onemodemustbepresentandnoneof theother
patternsarepresentor viceversa(exclusiveOR). Its sim-
plestform canbevisualisedasapartitioningof a list of 	
indexedpatternsinto two sublists:
list A: 
 	���
�
�����������	���
�
���������� �!�"�!��	��#
�
�������$&%
list B: 
 	���
�
�������$�'(����	���
�
�������$)'���� �!�"�!��	��#
�
�������$)'�*�%
where+-,.�0/1	 . Thisapproachis aspecialcaseof par-
titioning methodssuchasthatusedin Kohonennets(Ko-
honen,1984).We implementedthemethodasfollows:

1. Theobservingagent� detectsatransitionin theob-
served meta-level if thereis a suddenstoppingof
at least 2 hitherto continually occurring patterns
along with the suddenstarting of at least 2 un-
known patterns(where2 is a threshold).

2. All stoppedand startedpatternsare hypothesised
to belongto the sameactivity type (e.g. immune
systemoperation)with eachsetof patternscorre-
spondingto mutuallyexclusivemodesof theactiv-
ity. Thehypothesismayberefutedlater, e.g. if the
new patternsdo not persist.A symbolfor thenew
activity type(alongwith its modes)is generatedin
theevolving model.

At present,the systemgeneratestwo activity typesasa
two-level tree-structure:
level 1: immunesystemactivity: eithertrainingor opera-
tional.
level 2: operationalphaseactivity: either it detectsan
anomalyor it doesnot.



More refinementis possible,e.g. when it detectsan
anomaly, it may identify a real problemor it may find
nothingwrong(treatedasa falsealarm).

2.7 Context-sensitiveanomalydetection

Oncethemodelhasbeenacquired,anagentin operational
phasecanidentify which mode(of eachactivity type)the
observed meta-level is in. First it checksto seeif there
is an XOR violation in the tracepatterns.Sincewe are
interestedin absences,a violation occurswhenbothpat-
ternsfrom amutuallyexclusivepairaremissingfrom the
trace. This meansthat a critical componentassociated
with oneof thepatternsmayhave beendisabled,but we
donotknow whichoneyet,asonepatternshouldbemiss-
ing in any case.To find out which patternis anomalously
missing,theagentidentifiesthecurrentmodeof themeta-
level by looking at any remainingpatternswhich do not
violate the XOR requirementandmatchingthemto one
of themodepartitionsin themodel.If thematchingparti-
tion containsthemissingpattern,thenthis patternshould
normallyhave beenpresentduringthis modeandwe can
usethis informationto diagnoseandrepair the problem
(as the patternpoints to the rule that shouldhave been
active). Moredetailscanbefoundin Kennedy(2000).

Current results indicate that an agent using this
methodsuccessfullydetectsinterferencewith a randomly
chosencomponentin its neighbour’s meta-level. This
meansthat if any agent’s meta-level is attacked, thereis
always anotheragentthat detectsthis fact. An enemy
could only win if it were extremely fast (e.g. launch-
ing multipleattackssimultaneously)andthiscanbemade
moredifficult by introducingdiversityintocomponentde-
sign (seesection4). This suggeststhat the distributed
architectureenablesa significant reductionin reflective
blindness,which we identifiedasa majorcauseof indif-
ference.

2.7.1 Comparisonwith hierarchical reflection

The architecturein figure 1(a) doesnot allow for acqui-
sition of a model of the above type, as the sameagent
wouldhaveto observeitself in bothphases.Thiscanonly
be doneif theoperationalphase(including the detection
of real anomalies)canbe combinedwith aspectsof the
trainingphase,which turnsout to beimpossibleto do in a
constructiveway. This is becausethetwo phasesarefun-
damentallyconflicting: if the agentis in training phase,
unknown patterns(or absencesof familiar patterns)are
assumedto be“normal” andareabsorbedinto themodel
to form new concepts;if theagentis in operationalphase,
theoppositereactionis required:unknown patternsindi-
catea possibleproblemin the real world, not somedefi-
ciency in themodel.Becausethemodelis trustedto make
this decision,it cannotbe “under construction”. Since
thesetwo requirementsconflict,it makesnosenseto com-
binethemin onecycle. If theagentoscillatesrapidlyfrom

oneto another, thiswouldalsobeineffective,asit violates
thetemporalconstraintsfor modelacquisitionabove.

3 An Ethical SoftwareAgent

Having outlined some principles by which reflective
blindnesscan be reducedin a generalcontrol scenario,
we now attemptto apply this architectureto an ethical
softwareagent.In particular, we wish to identify any ad-
ditional causesof indifference,given that the reflective
blindnessproblemhasalreadybeencompensatedfor in
the architecture. To do this, we specify somerequire-
mentsfor an ethical software agentwhich shouldalert
usersof potentialhumanrightsproblems.

3.1 A human rights scenario

We require a mappingbetweena collection of textual
reports(classedaccordingto a subtopic)and somefor-
mal logical statementswhich summarisethe contentof
thetext while alsogiving a descriptionof thestateof the
world. Thenthe humanrights knowledgeis usedto de-
cidewhetherthis stateis goodor not.

We assumethat the technicalproblemsof informa-
tion extraction can be overcome. Currentwork in this
areaincludesFACILE (Ciravegnaetal.,1999)for text un-
derstandingandKmiPlanet(DomingueandScott,1998),
which provides a personalisednews service in a non-
ethicalcontext. We alsoassumethat reasoningaboutso-
cial conventionsand legal issuesis technicallypossible
(e.g. why shoulda terroristbedeniedfreedomwhenhu-
mansin generalhave that right)? Seefor exampleSingh
(1998)which presentsa framework for reasoningabout
socialcommitments(e.g.beingin debtto anotheragent).

Theagentshouldregularly scanthesamesetof inde-
pendentnews sources(e.g. daily or weekly) anddo the
following:

1. give a summaryof humanrights relatednews on
request

2. alert the user(without being requested)of possi-
blehumanrightsviolationswhichwerehithertoun-
known.

We will first addresstheproblemasa typical AI problem
andthenexaminevariousobjections.Themostbasichu-
manrights areoftenassociatedwith unambiguousstates
of the world (e.g. hassomeonebeenkilled in a terrorist
attack?). We can imaginethat a softwareagentcanex-
tractthis informationfrom anewsreport.(For simplicity,
we will excludemorecomplex rightssuchasfreedomof
religionandexpression).

Thenweseethatsomestatesaredesirableandshould
besought(or preservedif they alreadyexist),e.g.remain-
ing alive is betterthandying, healthis betterthanillness
etc. In other words, the statescould be representedas



desirablestatesin a control systemscenarioof the kind
examinedin theprevioussection.

The first objectionto this ideais that the agentdoes
not really inhabit the world whosestatesit is evaluating
andattemptingto change,i.e. it mustbeembodied(situ-
ated)within thehumanworld.

3.1.1 Embodiment is not essential

To examinetheembodimentobjection,it is usefulto com-
pare the ethical software agentwith a situatedrobotic
agentwhich ensuresthat the stateof its environmentis
within desirablelimits (i.e. it is a controlsystemwith di-
rectaccessto its environment).Bothagentsaresimilar in
that their desireshelp to motivateandconstraintheir ac-
tivity. In thecaseof a roboticagent,its desireswill con-
strainits explorationandplanning. In thecaseof a soft-
wareagent,the desirablestatesof the world canhelp to
constrainits searchfor information,determinewhatques-
tionsto ask,andmotivateit to alerttheuser.

However, thesoftwareagenthasthefollowing restric-
tions:

1. It doesnot sensethe world directly, but only ob-
servesspeechactsaboutit (i.e. dataaboutit).

2. It cannotact in theworld directly, althoughit may
warn of a problemandrecommenda certainkind
of action.

A problemthat arisesfrom the first restrictioninvolves
inaccuracy or bias in the information. However, similar
problemscanoccurin roboticagentswith faulty sensors.
Oneway to overcomethe problem(in bothphysicaland
softwareagents)is to useseveral independentsourcesof
information(e.g. the brain integratessignalsfrom many
differentsources).Moreoverit maybepossiblefor asoft-
wareagentto “explore” theworld indirectlyby searching
for particularkindsof informationor askingquestions.

Thesecondrestrictionis not reallyaseriousproblem,
asmostuserswill not wantanagentto take directaction
in this domain(unlessit is a situationwherethereis little
time to react,e.g.if asuicidalpersonattemptsto crashan
aircraftfull of passengers,theflight controlsoftwaremay
interveneto preventit).

Hence,it is useful to think of a softwareagentasa
controlsystemwith ahumanin theloop. Themaindisad-
vantageis that therearetwo levelsof sensorsandeffec-
tors thatcanfail or beattacked: first, theagent’s sensing
of thespeechactabouttheworld andsecondlythespeech
act itself (i.e. thedata).Similarly therearetwo layersof
effectors:first, its effectorsfor exploring its virtual world
andcommunicatingwith the userandsecondlyits indi-
rect effectors(people)who maydo somethingto change
the statusof the real world, and indirectly producenew
speechactsaboutit (new sensorvalues).

It is interestingto note that the roles of humanand
machinecanbereversedin thecaseof autonomousrobots
in anunfamiliarenvironment,e.g.spacecraft.In thiscase

it is thehumanuserswhohasindirectaccessto therobot’s
world, sincethey only receive “speechacts”aboutit and
can only act indirectly by requestingthe robot to carry
outanaction(whichmaynotwork). This is still regarded
asan effective meansof control, althoughdirect access
would clearlybeadvantageous.

3.1.2 Realworld statesand information states

A secondobjectionis thatwe cannotsimply mapthede-
sirablestatesof the humanworld onto the agent’s infor-
mationworld. Otherwiseit maytransformtheworld im-
mediatelyinto a “good” stateby simply resolvingnot to
know aboutit.

This problemcanbe overcomeby training the agent
to recognisethe averagestateof the world (normalvol-
umeof relevant text) andto recognisevariouslong-term
humanrightscategories(e.g. child labourin a particular
country),whichmaybestoredin theform of atimelineor
historyof events.Text which is of relevanceto thesecat-
egoriesshouldcontinueto occurat the normalrate;any
suddenreductionor silenceis regardedasa worseningin
the stateof the world (suspectedcensorship)andshould
produceanalert.Thereshouldneverbeasuddenabsence
of relevant text unlessthe last reportindicateda marked
improvement. Similarly, weassumethattherewill always
benew temporarysub-categorieswhich appearat an“av-
erage”rate.A suddenreductionin theappearanceof new
problemsshouldbetreatedwith suspicion,in particularif
it involvesa countrywith a historyof censorship.

3.1.3 A reflectiveethical agent

On a conceptuallevel, we can transformthe reflective
controlarchitectureinto theethicalagentarchitectureby
replacingthevirtual externalworld with speechactsabout
thehumanworld. Thesamereflectivearchitecturecanbe
used,including the internalworld definedfor thecontrol
scenario(althoughit would probablyhave to be scaled
up).

Ethicalrulesarethoseruleswhichdeterminewhether
thepatternof speechactsindicatesanundesirablestateor
not, andwhat kind of action (if any) is possibleor rec-
ommended(e.g. write a letter of protest). The system
attemptsto improve an undesirablestateby initiating its
own speechacts(alertsto theuser).Thisresultsin asmall
improvementfrom theviewpointof theagent(it hasdone
everythingit can). The situationmay improve further if
new speechactsaredetectedwhich indicatesomedegree
of successfulactionon thehumanrightsproblem(e.g. a
prisonerhasbeenfreed,debateaboutnew legislationhas
started).

The agent’s concernsmay be definedas its mecha-
nismsfor defendingits ethicalrules,alongwith all other
softwareandcomputationalresourcesnecessaryto apply
them. Theseinclude external sensorsand software for
text analysis,executionof actions,andthereflective and



repaircapabilityitself. Someof theseconcernsareemer-
gent, as their exact naturedependon an internalmodel
which theagentitself hasacquired.

4 RemainingChallenges

Wehaveidentifiedtheproblemof indifferenceandreflec-
tiveblindnessin agentarchitecturesandgivenasummary
of ourcurrentwork to overcometheseproblems.Our im-
mediatefuturework involvestheintroductionof diversity
into thesoftwaresothatmutuallyreflectiveagentsdo not
observe eachotherin the sameway (thusimproving ro-
bustness).In addition,we planto investigatetheeffectof
increasingthenumberof agentsin thereflective network
(doesthis overcomethelimitationsof two agentsor does
it introducenew problems?).Oneformidablechallenge
thatremainsis theproblemof conflicts,whichwediscuss
herebriefly.

4.1 Conflicts

In our scenario,we assumedthat therewas no conflict
betweenhumangoalsandthesurvival of theagentitself.
Thehuman-specifieddesirablestatesin theexternalworld
hadno effect on theagent’s software,e.g. theamountof
treasurecollecteddid not improveor worsenits status(al-
thoughthe statusof the softwareaffectedits successin
theexternalworld). Therecannotbea fundamentalcon-
flict, however, sincetheability to sense,interpret,explore
(thevirtual world) andmakedecisionsis essentialto meet
theuserrequirements.We excludethesituationwherean
agentwould be requiredto destroy itself (e.g. wherea
spacecraftis requiredto crashinto aplanet),asthis is not
typical in thesoftwareagentsdomain.

However, there may be secondaryconflicts where
the satisfaction of userconcernsinvolvesdangerto the
agentitself and the optionsmust be weighedup. (The
agentcould have initially specifieddegreesof “caution”
or “bravery” which it may later modify accordingto its
experience).

Anotherveryprobablesourceof conflict is thatof dif-
fering humaninterpretationsof a particularhumanright.
If wewereto representeventhesimplesthumanrightsin
a rulebase,theremaybeconflictinginterpretationsthatit
doesnot take accountof (E.g. for onegroupof people,
freedommay meanthe availability of motorways,while
for others,a motorway may interferewith their freedom
to enjoy the countryside).Onepossibleapproachto this
problemis to usemultiple ontologiesto representdiffer-
entviewpoints.Conflict resolutionmechanismswouldbe
requiredin thecaseswherethey leadto differentconclu-
sionsor suggestconflictingactions.
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