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Abstract

This heretical article suggests that while embodiment was key to evolving human culture, and clearly
affects our thinking and word choice now (as do many things in our environment), our culture may
have evolved to such a point that a purely memetic AI beast could pass the Turing test. Though making
something just like a human would clearly require both embodimentandmemetics, if we were forced
to choose one or the other, memetics might actually be easier. This short paper argues this point, and
discusses what it would take to move beyond current semantic priming results to a human-like agent.

1 Embodiment

There is no doubt that embodiment is a key part of hu-
man and animal intelligence. Many of the behaviours
attributed to intelligence are in fact a simple phys-
ical consequence of an animal’s skeletal and mus-
cular constraints (Port and van Gelder, 1995; Paul,
2004). Taking a learning or planning perspective,
the body can be considered as bias, constraint or (in
Bayesian terms) a prior for both perception and ac-
tion which facilitates an animal’s search for appropri-
ate behaviour (Bryson, 2001).

This influence continues, arguably through all
stages of reasoning (Chrisley and Ziemke, 2002;
Lakoff and Johnson, 1999) but certainly at least
sometimes to the level of semantics. For example,
Glenberg and Kaschak (2002) have demonstrated the
action-sentence compatibility effect. That is, subjects
take longer to signal comprehension of a sentence
with a gesture in the opposite direction as the motion
indicated in the sentence than if the motion and sen-
tence are compatible. For example, given a joystick
to signal an understanding of ‘open the drawer’, it
is easier to signal comprehension by pulling the joy-
stick towards you than pushing it away. Boroditsky
and Ramscar (2002) have shown that comprehension
of ambiguous temporal events are strongly influenced
by the hearer’s physical situation with respect to cur-
rent or imagined tasks and journeys.

These sorts of advances have lead some to suggest
that the reason for the to-date rather unimpressive
state of natural language comprehension and produc-

tion in Artificially Intelligent (AI) systems is a con-
sequence of their lack of embodiment (Harnad, 1990;
Brooks and Stein, 2004; Roy and Reiter, 2005). The
suggestion is that, in order to be meaningful, concepts
must be grounded in the elements of intelligence that
produce either action or perception salient to action.

The pursuit of embodied AI has lead us to under-
stand resource-bounded reasoning which explains ap-
parently suboptimal or inconsistent decision-making
in humans (Chapman, 1987). It has also helped us
to understand the extent to which agents can rely
on the external world as a resource for cognition
— that perception can replace or at least supple-
ment long-term memory, reasoning and model build-
ing (Brooks, 1991; Clark, 1997; Ballard et al., 1997;
Clark and Chalmers, 1998). However, despite im-
pressive advances in the state of artificial embodiment
(e.g. Chernova and Veloso, 2004; Schaal et al., 2003;
Kortenkamp et al., 1998), there have been no clear
examples of artificial natural language systems im-
proved by embodiment.

I believe this is because embodiment, while nec-
essary, is not a sufficient explanation of semantics.
Wehaveseen neat examples of the embodied acquisi-
tion of limited semantic systems (e.g Steels and Vogt,
1997; Steels and Kaplan, 1999; Roy, 1999; Billard
and Dautenhahn, 2000; Sidnera et al., 2005). These
systems show not only that semantics can be estab-
lished between embodied agents, but also the rela-
tion between the developed lexicon and the agents’
physical plants and perception. However, such ex-
amples give us little idea of how words likeINFIN-



ITY , SOCIAL or REPRESENTmight be represented.
Further, they do not show thenecessityof physical
embodiment for a human-like level of comprehension
of natural language semantics. On the other hand, it
is possible that the semantic system underlying ab-
stract words such as ‘justice’ may also be sufficient
for terms originally referencing physical reality.

I do not contest the importance of understanding
embodiment to understanding human intelligence as
a whole. Ido contest one of the prominent claims
of the embodied intelligence movement — that em-
bodiment is the only means of grounding semantics
(Brooks and Stein, 2004). Roy and Reiter (2005)
in fact define the termGROUNDED as ‘embodied’,
which might be fine (compare with Harnad, 1990)
if GROUNDED hadn’t also come to be synonymous
with MEANINGFUL. The central claim of this paper
is that while embodiment may have been the origin
of most semantic meaning, it is no longer the only
source for accessing a great deal of it. Further, some
words (including their meanings) may have evolved
more or lessindependentlyof grounded experience.
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Figure 1: A two-dimensional projection of a seman-
tic space, after Lowe (1997). The target words are
taken from the experiments of Moss et al. (1995). Ad-
ditional information on nearness is contained in the
weights between locations in the 2-D space.

2 Memetics’ role in development

We now know that humans could very well develop
an interconnected web of wordsindependentlyof the
process of developing grounded concepts (See Fig-
ure 1). Grounding then becomes a process of associ-
ating someof these statistically acquired terms with
embodiment-based concepts. Thus children can learn
and even use the wordJUSTICE without a referent.
Gradually as they gain experience of complexity of

conflicting social goals and notions of fairness de-
velop a richer notion of both what the word means
and how and when both the word and the grounded
concept can be used in furthering their goals. But
even before that, a relatively naive reference to the
term could well accomplish something.
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Figure 2: In Deacon’s theory, first concepts are
learneda(i), then labels for these conceptsa(ii), then
a symbolic network somewhat like semanticsa(iii) . I
propose instead that grounded concepts and seman-
tics are learned in parallelb(i), then some semantic
terms become understoodb(ii).

I want to be clear here: in my model, humans still
acquire associations between these two representa-
tions, just as in the (Deacon, 1997) model that in-
spired it. What’s different is the ordering. In my
model, lexical semantics is learned in parallel with
embodied categories and expressed behaviour. Sub-
sequently,somewords become grounded as connec-
tions are formed between the two representations (see
Figure 2). Nevertheless, this model also leaves the
door open to true memetics — perhapsjustice is an
evolved concept that has fundamental impact in our
culture and institutions without anyone truly ‘under-
standing’ it in any deeply grounded way.

3 Building someone cheaply

The previous sections have talked about what com-
poses current human intelligence. But let’s change



the topic now to trying to build someone capable of a
decent conversation, even of coming up with the oc-
casional good idea apparently on their own. Someone
that could pass the Turing test if you chatted to them
at the bus stop for 20 minutes, assuming you couldn’t
see what they looked like.

Figure 2(b) implies that memetics can only give us
half the story, but this is wrong on two counts. First,
I do not think embodiment is necessary for concept
formation. We develop concept for justice to go along
with the label, and I expect this same process could
go on for quite a lot of other words.

It is possible that we’d need to provide some pre-
formed seed concepts to get the system rolling. This
may be necessary for two reasons:

• Purely for bootstrapping the learning system.
It’s possible that all concepts formed from
memetic experienceare formed partially in re-
lation to or contrast with established concepts,
so our poor disembodied mind might need some
good, rich precocial concepts to get started (see
further Sloman and Chappell, 2005).

• Because our memetic culture might not carry
knowledgeeveryonegets for free. Given that
a huge amount of what it means to be human
is embedded in our semantic assumptions, it is
possible that the brain can fill in the gaps. Stroke
and lesion patients sometimes recover enormous
functionality deficits if they still have enough
of their brain intact that they can use the ex-
isting bits. If sufficiently stimulated (the main
point of therapy), these surviving parts can pro-
vide enough information about what themissing
information should look like that the individual
may recover some lost skills. However, it is pos-
sible that some concepts are so incredibly uni-
versal to human experience that there just isn’t
enough information in the culture to reconstruct
them.

But in general, I still think it might be easier to pro-
gram some concepts (or proto-concepts) by hand than
to build and maintain a robot that is sufficiently robust
and long-lived, and has a sufficiently rich motor and
sensor capacities, that it could do a better job of learn-
ing such concepts from its embodied experience.

But the other reason Figure 2(b) is not showing
us that memetics is half the story is because a very
important part of the story is left out. Even if we
had an agent with all the knowledge of a human (or
say we had a search engine with all the knowledge
any human has ever put on the web), if all that agent
ever does islearns, it isn’t very human-like. To build

someone, we need not only basic capacities for per-
ception and action (which in the meme machine’s
case is just language in and out) but also motivation
and action selection (Bryson, 2001). Even the cheap-
est human-like agent would need to have a set of pri-
oritised goals, probably some sort of emotional / tem-
porally dependent state to oscillate appropriately be-
tween priorities, and a set of plans (in this case, syn-
tax and dialog patterns) to order its actions in such a
way that it can achieve those goals.

Fortunately, nearly everyone in AI who builds
agents (even roboticists) builds this part of the sys-
tem in software, so again, there is no driving reason
to bring in embodiment. Of course, without a body
these goals would have to be purely intellectual or so-
cial (find out about you, talk about me, figure out how
to use new words appropriately) — many but not all
human goals would be inaccessible to a disembodied
meme machine.

4 Conclusion

This short paper argues that although embodiment is
clearly involved in human thought and language us-
age, we have consequently evolved and developed a
culture permeated with the knowledge we derive in
our embodied existence, and as such a cheap but rea-
sonably entertaining agent might be built with no em-
bodiment at all. Of course AI has tried to do this
for several decades, but I think they have come at it
the wrong way, focusing on logic-based reasoning too
much and case- or template-based reasoning too little.
Humans however are imitation and case-learning ma-
chines — to such an extent that some of our wisdom
/ common sense may well have evolved memetically
rather than ever having been fully understood or rea-
soned about by anyone.
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