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Abstract. Biological Motion perception is the ability to perceive
gestalts of moving human or animal figures from two-dimensional
projections of their joints. These projections are very salient stimuli.
A neural network system for generation of such sequences and tran-
sitions between them is described. The network can produce several
sequential motion patterns learned from human motion capture data.
Realistic transitions between them can then be emergently generated
while switching between modes of oscillation (e.g., from one type of
gait to another). This system might be further explored as a cogni-
tive model for human motion generation showing that motions can
be stored in exactly the same structure.

1 Introduction
Biological Motion (BM) perception was first investigated by [8, 9].
It refers to the ability to perceive moving human or animal figures
only given the projections of their joints on a 2D plane (the so-called
point-light displays) [8]. Human movements contain many degrees
of freedom and include both rigid and nonrigid motion which makes
them very complex. BM carries rich information about the perceived
object: First, it works for identification of anumals and other people
from their surrounding [14]. The observed body kinematic structure
is revealed and the identity of the living being is classified [2]. BM
also reveals the particular type of action being performed, such as
walking, running or dancing. And finally, perception of BM can even
help define qualitative characteristics of the agent such as gender,
weight, mood, etc. [4].

The phenomena related to BM perception and production are ap-
proached by several computational and statistical methods. The so
called ”morphable models” [6, 10] have been applied for the pur-
poses of motion editing [1], re-targeting motion from one character
to another [7], tracking a human figure from video data [11], or rec-
ognizing type and style of gait patterns [6]. Fourier techniques [13, 3]
are based on analyses of sinusoidal oscillations and are applied for
periodic motions, such as locomotion patterns.

In addition to the former approaches, an artificial neural network
system was designed to process BM [12]. In the system, periodic
point-light displays are approximated as combinations of complex
sinusoidal functions. The advantage of such a system relative to sim-
ilar existing ones is that generalization properties of neural networks
seem able to emergently solve particular problems of motion gener-
ation and transitions, thus reducing computational demands and ef-
forts for the user.
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2 System description

An Elman recurrent network [5] and one feed-forward network are
the parts of the system. The recurrent network (BM Generator) is
used as a trainable oscillator. One single network generates each of
several learned point-light displays and transitions. It is optimized
with the feed-forward network (Transition Filter, representing the
physical restrictions of the moving body) to ensure the smoothness
of transitions. The work of the Transition Filter is to try to associate
only known body postures from novel and noisy frames initially ob-
tained from the Generator during transitions.

2.1 Networks

The BM Generator (Figure 1) has 300 hidden units. The Transition
Filter (also included in Figure 1) has 150 hidden units. Both networks
have tahn-sigmoid transfer functions.

2.2 Inputs and Targets

As training data for the system, human motion capture data of several
motions is used. 15 markers are chosen/computed from the original
recorded markers [13]. The coordinate system that is used is object-
centered. The number of frames for a particular motion depends on
the speed of motion execution. The temporal resolution is 24 frames
per second.

From every motion capture record, one locomotion cycle is ex-
tracted such that the dynamic pattern can be repeated infinitely.

The input training data for the Generator is composed of the clas-
sification vector (or the label) of a given motion repeated constantly
in time, quite similar to bias connections attached to the input nodes
(see Figure 1).

The training inputs and targets for the Transition Filter are iden-
tical as it learns to auto-associate each known frame of the trained
motions. During the work of the system, the Transition Filter takes
as input the output from the Generator (see Figure 1).

2.3 Training

An algorithm for adaptive training goal changes the goal according
to the current performance. The networks are trained to fit 2 different
walking patterns, and one running pattern as the mean squared error
does not exceed 0.001.



Figure 1. Architecture of the BM Generator and its inputs and targets with
the transitions filter.

3 Results from the BM Generator
1. It learns to oscillate infinitely each of several dynamical patterns.
2. The Generator can perform switching between different BM se-

quences when the input is changed accordingly. Depending on the
exact frame that switching happens, different emergent transitions
may be observed.

3. Despite the fact that the BM generator is not trained to any transi-
tions, it generates them quite plausibly in most cases. One such
example is accelerating during switching from walking to run-
ning. It is shown in the short animation transitions1.gif at
http://sites.google.com/site/emilianzaharievlalev/upload/

4. Transitions are additionally smoothed and restricted to realistic
transformations by the Transiton Filter network (Figure 1) which
reproduces the coordinates of each motion frame. Filtered transi-
tions are qualitatively smoother and more realistic than the ones
that come directly from the network’s output. A short animation
transitionsF ilteredAndRaw.gif showing this is available at
http://sites.google.com/site/emilianzaharievlalev/upload/

Smoothness of transitions can also be quantitatively measured by
the mean absolute value of differentiated oscillations (Figure 2).
In the figure, a transition is initiated at frame 21 and ends about
frame 40. Obviously, the usage of the auto-associator (associator1)
smoothes the sharp changes in this period. Applying it once again
(associator2), smoothing of the border between the motions becomes
even better.

4 Conclusion
I showed implementation of recurrent neural networks in process-
ing of real human motion capture data. Recurrent networks can be
utilized as trainable oscillators of different body motions. Switching
between oscillations is smooth and very realistic. Such smooth tran-
sitions are due to the recurrent activations in the network remaining
from the previous oscillating regime. They work as initial context for
the new oscillation.

Networks learn dynamics in BM as approximated functions. They
develop several dynamical attractors, resulting in oscillations repre-
senting separate locmotion patterns. Maybe this system has common
grounds with the biological mechanisms for oscillatory motions like
human and animal gaits. The basic inference would be that a par-
ticular and exactly the same brain structure may be responsible for
several different command tasks.

Figure 2. Differentiated coordinates’ trajectories as a measure for the
smoothness of transitions from the BM Generator - raw or processed once or

twice by the transition filter.
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