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1 Abstract

Thereare mary approachedgo the study of mind, and much ambiguity in the use of words like
‘emotion’ and‘consciousnessThis paperadoptghedesignstanceandattemptgdo understantéiuman
minds as information processingvirtual machineswith a comple« multi-level architecturewhose
component®volved at differenttimesandperformdifferentsortsof functions. A multi-disciplinary
perspectie combiningideasfrom engineeringas well as several scienceshelpsto constrainthe
proposedarchitecture Variationsin the architectureshouldaccommodatafantsandadults,normal
andpathologicalcasesandalsoanimals. An analysisof statesandprocesseshateacharchitecture
supportprovidesanew framewvork for systematicallygeneratingonceptof variouskindsof mental
phenomenaThis framewvork canbe usedto refineandextendfamiliar conceptsof mind, providing
anew, richer moreprecisetheory-basedaollectionof concepts.Within this unifying framevork we
hopeto explainthediversityof definitionsandtheoriesandmove towardsdeepeexplanatorytheories
andmore powerful andrealisticartificial models,for usein mary applicationsjncluding education
andentertainment.

2 Approachedo the study of mind

Therearemary approacheto thestudyof mind. Experimentahpproachesvolve searching
for patternsin datafrom laboratoriesquestionnairesgtc. Philosopherdry to analysethe
conceptswe usein thinking aboutminds, or try to work out generalrequirementdor a
mind. Minds can be regardedas biological phenomenand attemptsmadeto tracetheir
evolution. Somephysicistsclaim that mentality is implicated in the basic mechanisms
of quantummechanicsandtry to derive therefromexplanationsof more familiar mental
phenomenaSocialscientistsview mindsasproductsof cultureconstitutedargely by their
socialcontet. Al researcherandsomecognitive scientistsand brain scientistsattemptto
build computationamodels.

Thereareseveraltypesof computationahpproache® mind, which produceheoriesand
modelsof varyingdepth. At oneextreme,researcherareconcernecentirely with practical
goals,suchastrying to producerobotsor softwareagentsvhich are'believable’andproduce
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appropriataeactiongsuchassympathy)n humanspr which areadequatdéor somepracti-
cal purposesuchascontrollingafactory Often,shallov simulationsachiere suchpractical
goalswithoutexplainingverymuch.Whenthemainresearctobjectveis to produceaccurate
explanationsand modelsof naturally occurringintelligent systemsnore comple theories
arerequired.Thesemayinvolve differentlevels of abstractionFor example,sometheorists
strive to producerealisticexplanationdoy modellingknown neuralstructuresandprocesses.
Othersaim for amoreabstractevel of modelling.

Our approachs to explore virtual madine information processingrchitecturesvhich
mightexplainhumanmentalphenomenaWe operateatanintermediatdevel, expectingthat
later work will move ‘downwards’ from the architectureto connectit with morerealistic
implementationgloserto biologicaldetailsand‘upwards’ by shaving how thearchitecture
canexplain a wide rangeof phenomenarising out of mechanism&nd processesherein,
includingsocialphenomena.

Thereis a huge spaceof potentiallyrelevantarchitectureslthoughresearcherbave so
farstudiedonly atiny subsetsoary theorieproducedn thenearfuturemustbeprovisional,
andsubjectto revision aswe learnmore.

3 Constraining the architecture

Thereareindefinitelymary virtual machinearchitectureshatcouldin principle produceary

obseredbehaioursof anorganism.evenif the organismis obsenedoverits lifetime. How

canthe searchfor explanatoryarchitecturede controlled? Thereis no guaranteednethod
of successhereor in ary otherareaof science.At bestwe canusegeneralguidelines.For

instancethefollowing kinds of informationcanhelpto constrainor guidethe searchfor an

explanatorytheory:

(1) Informationaboutthephysicaldesignof thesystem Studyingbrainmechanismgrovides
suchinformation. Brain structuresand mechanismgonstrainthe typesof virtual machine
(VM) they cansupportthoughonly in subtleandindirectways. For instancehe numberof

possiblestatesof thebrainlimits thenumberof distinctstatesn theVM, thoughthemapping
betweenphysicalandVM levelsis complicatedoy suchthingsasuseof sparsearrays,or

informationimplicit in axiomsor rulesfrom which consequencesanbe derivedasneeded,
sothatinformation‘in’ the systemneednot be explicitly mappedonto particularphysical
components.

(2) Informationaboutthe designhistory. If somesub-systenwithin anorganismevolved,

thenthe mechanism®f biological evolution will constrainthe design,e.g. becausere-

cursorsof the organismmustbe completeviable organismsunlike partially built artificial

systemsThinking abouttrajectoriesn evolutionarydesignspacanay helpusfind explana-
tory mechanismdpr instancébasednthenotionthatevolutionfrequentlymodifiesadesign
by producingan extra copy of somecomponenthenmodifying thatcomponento perform

new functions.By contrastfor certainartificial systemsgdesignsarepossiblethatcould not

have evolvedin naturebecausehe processf creationrequiresproductionof complex sub-

mechanismsvhichwould notbeviable asindependenagents Similarly if the VM is partly

bootstrappedia a learningor developmentprocesghenthingswe know aboutcapabilities
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of variousforms of learningor developmentcanconstrainour theories.

(3) Observedbehaviour Information aboutwhat the systemdoes,whetherin a ‘natural’
ernvironmentor in variouslaboratoryor field-testcontexts, helpto provide informationabout
the machines capabilities(subjectto mary qualificationsabouthow misleadingsuchinfor-
mationcanbe). For example,humanscandeceve us abouttheir abilities, or they canbe
tired, temporarilyforgetful, distractedr misledby ambiguousnstructionsor questionsand
soon. Moreover somebehaiours may be constrainedoy the currentculture, not by the
intrinsic capabilitiesof the VM.

(4) Introspection Whentrying to build theoriesaboutyour own virtual machine you also
have accesdo introspectve informationotherpeopledo not have: e.g. | know thata few
minutesagol waswonderingwhetherl shouldreply to amessager marka students essay
andnobodyelsecould have told by observingme that that wasgoing on insideme. Sol
know thingsaboutmy VM which do not comefrom obsenration of behaiour. (Whether
measurementsf brain activity could ever provide suchinformationis an openquestion:it
will beevenharderthan‘decompiling’ machinecodeon computers.)

(5) Broken parts. A powerful sourceof informationis to tamperwith bits of the physical
machineryandseehow thataffectsthe capabilitiesof the system(which is often not at all
obvious,andposests own problems).This canprovide evidencethatthevirtual machinehas
anunexpectedmodularstructure sincedifferentkinds of damagdeave differentpreviously
unnoticeccapabilitiesntact. Damagecausedy strokesor injuries,andgeneticbraindefects
canall contribute suchinformation.

(6) Commorknowled@. Explicit or implicit commonsenseknowledgeincludessuchthings
asknowledgethat peoplecansometimede jealousor angrywithout beingawarethatthey
are, and that certain emotional statesdisrupt thinking and attention, that deepemotions
are sometimesxternally visible and sometimeshiddenfrom others,that mary emotions
andmotiveshave rich semanticcontent(e.g. beingangrythat someonehasbetrayedyour
friendship).Evenif mary widely held beliefsaboutmindsareerroneousit doesnot follow
thatall arefalse.

(7) Informationfrom other disciplines Combiningknowledgefrom mary disciplinesalso
helps. For instance:philosophyprovidestechniquedor revealingsurprisingaspectf fa-
miliar conceptspsychologyandbrainscienceprovide mary factsthatneedto be explained,;
ethologyrevealsthe diversity of animal minds; evolutionary biology helpsus understand
possibleroutesfrom simpleto complec brainsandthe functionsof variousaspect®f mind;
computerscienceand software engineeringteachus aboutimportantgeneralcharacteris-
tics of informationprocessingnechanismandarchitecturesmathematicprovidesprecise
analysisof someof the propertiesof thosemechanismsandAl hasprovided uswith much
experienceaboutspecificvarietiesof virtual machinesandwhatthey areandarenot good
for, andthe tradeofs betweendesignoptions. Computerengineeringand Al also provide
toolsfor testingideasin working models.We learnbothfrom the procesf implementation
andfrom the limitations of the systemswe build. (Like the disappointingperformanceof
mostcurrentrobots!)

(8) Unifying explanations Aiming for a unified explanationof mary phenomendelpsto
constraintheories. Too often theoristsstudy only normal humans. Besidesnormal adult
humanminds, we should considerinfants, peoplewith brain damageor diseasejnsects,
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chimpanzeeandotheranimals.

Thefollowing additionalcriteriaareusefulin selectingoetweerrival theories.

(9) Analagies Whentrying to understandh particularlycomplex systemobsenableanalo-
gieswith systemsaboutwhich we alreadyhave moreinformationincluding thosewe have

designedourseles, may give clues, though analogiesshould always be usedwith great
caution.

(10) Whatwe havelearnt in Al and softwae engineering We have learnta lot aboutthe
sortsof designswhich areandarenot capableof producingvariouskinds of functionality,

and aboutthe trade-ofs involved in choosingbetweenoptions. This canhelp us rule out
unworkablealternatvesandavoid prematurecommitmentto particulardesigns.However,

we still have muchto learnunderthis heading.

(11) Selectamongcompetingtheories A standardnethodin sciences to compareall the
available explanatorytheoriesandtry to decidewhich oneis best(in termsof explanatory
depth, predictive precision,predictve coverage,consisteng with known evidence,coher

encewith othergood theories,etc. etc.). As Popperalways stressede.g. in his 1976
book), suchselectionsarealwaysprovisional conjecturesandexplorationof alternatvesto

‘acceptedtheoriesshouldalwaysbeallowed. Nothingis everfinal in science.

4  Architectural decomposition

Using theseconstraintsand sourcesof informationasinspiration,we have beenexploring
virtual machineinformation processingarchitecturesvhich might explain humanmental
phenomena.

Oneapproactwhich we have foundfruitful canbe explained(approximatelyby super
imposingtwo commonlyusedarchitecturaldecompositionsa ‘vertical’ anda ‘horizontal’
decompositionillustratedin Figure 1 (a) and (b) respectrely. The first correspondgo a
view of the flow of informationthrougha systemandthe secondcorrespondso a view of
an organismas having levels of control, or, alternatvely, ashaving layersthat evolved at
differentstages.

4.1 Threetowers

The‘threetower’ model(Nilson, 1998)showvn with verticaldivisionsin Figurel(a),is often
implicit. Therearedifferentversionsof this model,dependingon the sophisticatiorof the
perceptualcentralandmotor subsystemskor examplesimpleversionstreatthe perceptual
mechanismsimply as physicaltransducers.More sophisticatednodelsinclude complex
perceptuaprocessesuchassegmentation recognition,interpretation anddirection of at-
tention,with variousintermediatanformationstoresusedto recordpartial results. Another
kind of variationconcernghekindsanddegreesof controlof perceptiorby thecentraltower.
Somearchitecturesupportexplanatoryconceptseferringto theseintermediatenformation
storesor to centralcontrol of perceptionwhereasthersdo not (Sloman,1989).

Likewise, the action componenimight, at one extreme, be regardedas a collection of
transducersendingsignalsto motors,or in more sophisticateccasesasa complex hierar
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Figurel: (a) (b)
Thediagramsshowtwo waysof partitioning the architectue. In (a) informationflow throughthe
systenvia sensorycential and motor metanismss emphasisedyheie ead ‘tower’ maycomprise
simple transduces or may have extremely sophisticatedmulti-functional layered medanisms.
Diagram (b) emphasisedifferencesin dggree andtype of sophisticationof processindayers in the
architectue which evolvedat differenttimes. Processingn different sub-systemsiaybe concurent
andasyn@ironous.

chical control mechanisnmwhich translateshigh level instructionsinto detailedpatternsof
actionby motorsor muscles.Examplescanbe foundin (Johnson-Lairdl993)and (Albus
1981,Ch 7), and mary studiesof action. Action systemamay alsovary in the amountof
feedbackhey includeeitherwithin themseles(e.g. proprioceptvefeedbackpr theextentto
whichthey work in closecoordinationwith perceptuamechanismdor instancen hand-ge
coordination.Again, the morecomplex andsophisticategctionmechanismsvill supporta
wider rangeof descriptve conceptgeferringto differenttypesof control of actions.

Thuswe canhave ‘thin’ or ‘fat’ perceptioror actiontowerswith variouskindsof internal
layeringandvariouskindsof informationflow in differentdirections.

Additional typesof variationdependon whetherthe systemis physicallyembodiedor
consistsentirely of software, wheresensorsand motorsare virtual machinesobservingor
actingon a softwareernvironment.

Yet anothercomplicationconcernsthe ontologicallevel of the model. A threetower
modelcouldreferto just the physicalarchitecture.Alternatively it could referto the more
abstractvirtual machinefunctionality involved in processingnformation of variouskinds
in variousways,evenif the underlyingphysical(or physiological)implementatiordoesnot
have clearboundaries.It seemgo be the casethatin humansmuchthinking (e.g. some
mathematicaleasoningand visualisinga rearrangemenof furniture) makes useof parts
of the brainrelatedto vision (representing@ndprocessingpatialstructure).lt may be that
the samephysicalcomponenimplementsboth part of the perceptuatower andpart of the
centraltower.
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4.2 Threelayers

The'threelayer’ model,depictedcrudelyin Figurel(b) attemptdo accounfor theexistence
of avariety of moreor lesssophisticatedormsof informationprocessing@ndcontrolwhich

canoperateconcurrently The versiondiscussedere! postulategshreeconcurrentlyactive

layerswhich evolved at differenttimesandare found in differentbiological species.The
threelayersaccountfor differentsortsof processedpundin differentkinds of animalsand
will be showvn below to provide a framework for distinguishingthreedifferentconceptsof

‘emotion’.

The first layer containsreactivemechanismsvhich automaticallytake action as soon
as appropriateconditionsare satisfied. The seconddelibemative layer provides ‘what if’
reasoningcapabilities,requiredfor planning, predicting and explaining. Relatvely few
organismshave this, and againthe forms can vary widely. The meta-mangementlayer
providestheability to monitor, evaluate andpartly control,internalprocesseandstrate@ies.

Roughly within the reactve layer, whenconditionsare satisfiedactionsare performed
immediately: they may be external or internal actions. A reactve systemmay include
both analogcomponentsijn which statesvary continuously and digital componentse.g.
implementingcondition-actiorrules,or variouskindsof neuralnets oftenwith ahighdegree
of parallelism.

By contrastthe deliberatve layer, insteadof alwaysactingimmediatelyin responseo
conditions cancontemplatgossibleactions comparghem,evaluatethemandselectamong
them. At leastin humanschainsof possibleactionscanbe consideredn advance,though
thereare individual differencesin suchcapabilities. The humandeliberatve systemcan
alsoconsiderhypotheticalpastor future situationsnot reachabléoy chainsof actionsfrom
the currentsituation,andcanreasorabouttheir implications. As explainedelsavhere(e.qg.
(Sloman2000)) physicallyimplementablenechanismsequiredfor suchsophisticationjn-
cludingalong termassociatre memoryandespeciallya re-usableshortterm memory will
causethe deliberatve systemto be discreteandserial,andto proceedn muchslower steps
thanareactve systemcan.

A meta-managemerstystemcanact, in a reactve or deliberatve fashion,on someof
theinternalprocesseswolvedin thereactve or deliberatve (or meta-managemensgystem.
This includesmonitoring, evaluatingand redirectingsuchinternal processesand possibly
reflectingon thematfterthe eventin orderto analysewvhatwentwrongor how successvas
achieved. Likethedeliberatve layer, it will beresource-limited.

We suspecthatresearcherandtherapistsvhoreferto ‘executvefunction’ in humansare
often unavarethatthey arediscussingnechanismsvhich combinedeliberatve and meta-
managementapabilities. That suchcapabilitiesare functionally differentis shavn by the
factthattherearemary Al systemghat have deliberatve capabilities,insofar asthey can
make plans, executethem, revise them when executiongoeswrong, etc, but lack meta-
managementapabilities. So they may not have the ability to notice that their planning
processesrewastefulor thatit might be betterto abandorthe currentgoal in the light of

YPartly inspired by Simon (1967), and elaboratedn our previous papers(Sloman& Croucher1981,
Beaudoin1994, Sloman1994, Sloman& Poli 1996, Sloman1997, Sloman1998, Sloman2000, Sloman&
Logan1999)
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somenew information.

Variousformsof reactve mechanismarefoundin all organismsandsomeof themmust
have developedvery early in biological evolution. Deliberatve mechanism&volved later
andarefoundin fewer organismsthoughwe do not know exactly which oneshave them.
Cana bumble beeor even a rat wonderwhat would have happenedf...? It seemsfrom
Kohler's work that at leastchimpanzeeganthink ahead. Meta-managememnhechanisms
evolved last of all andit is not clearhow mary organismshave this, apartfrom humans
(thougheventhey may not have it at birth). Perhapschimpanzeesnd otheranimalshave
lesssophisticatedersionsof meta-management.

How the layersevolved must be largely a matterof speculation. We conjecturethat
oneof theimportantfeaturesof biological evolution makingthis possibleis the procesof
producingtwo copiesof anold structure afterwhich oneof themdevelopsa new function.
In (MaynardSmith & Szathmay 1999)this is referredto as‘duplication anddivergence.
E.g. mechanismsvhich at first storeduseful reactve condition-actionpatternsmight later
be copiedandmodifiedto form alongtermassociatte memorythatcanbeusedin ‘what-if’
reasoning.

Of course,all the different layers must ultimately be implementedin purely reactve
mechanismsptherwisenothingwould ever happen.This commonimplementatiorfeature
is consistentwith greatfunctionaldiversity within the layers,just asa commoncomputer
architecturecansupportvery differentoperatingsystemsandsoftwarepackages.

5 Relatedtheories

Theideaof alayeredarchitecturas quite old in neurosciencancluding versionssimilar to
the architecturewe propose.E.g. Albus (1981, pagel84) presentghe notion of a layered
‘triune’ brainwith areptilianlowestlevel andtwo morerecentlyevolved(old andnev mam-
malian)levels above that, including hierarchicalperceptuabndactionsystemgchapter7).
Freuds distinctionbetweend, ego andsuperego seemso be arelatedidea. Al researchers
have beenexploring a numberof variants,of varying sophisticationand plausibility, and
varying kinds of control relationsbetweenayers. The ‘subsumptionhierarchy’in Brooks
(1991)is oneof mary examples. CompareMinsky (1987)and Nilsson (1998). Johnson-
Laird’s discussion(1993)of consciousnesasdependingon a high level ‘operatingsystem’
is relatedto our third layer. A multi-level architecturas proposedor storyunderstandingn
(Okada& Endo1992).

In sometheoriespresentingayeredarchitecturesit is assumedhat as sensoryinfor-
mationcomesin, increasinglyabstracinterpretation®r summariesare passedip through
variouslayersuntil at the highestlevel it maytrigger processesvhich causeanstructionsto
actto trickle down throughthe layers. By contrast,in our hypothesisedrchitectureall the
layersgetinformation(of differentdegreesof abstraction)n parallelandprocesst in parallel
andmay produceactionsignals(of differentdegreesof abstraction)n parallel. An example
might be walking with a friend and simultaneouslhdiscussingphilosophy while digesting
food, controlling posture admiringthe view, etc. Most of the processeareunconsciouspf
course.
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6 Combining models,to form a grid
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Thefirstfigure servesasa mnemoniéndicatingsimultaneouslyhetriple towerandtriple layerviews,
whele the various componentsn the boxeswill havefunctionsdefinedby their relationshipswith

otherpartsof thesystemIn (b) a global alarm systenis indicated receivinginputsfromall themain
componentsf the systemand capableof sendingcontiol signalsto all the componentsSincesud

alarmsystemseedo opemtequickly whenthere are impendingdangers or short-livedopportunities,
they cannotmale useof elaboateinferencingmetanismsandmustbe patternbased.Global alarm

medanismsare likely therefore to male mistalesat times,thoughthey maybetrainable

Whenthe horizontaland vertical subdvisionsare superimposedave obtainthe schema
outlinedin Figure:2(a). In Figure:2(b) we make explicit therole of global alarm meda-
nisms which receve informationfrom all component®f the systemandare ableto send
interruptsandredirectionsignalsto all partsof the system. The ideaof this sort of global
alarmmechanisnwas partly inspiredby consideratiorof engineeringequirementspartly
by the discussiorof interruptsin Simon(1967)andpartly by studiesof the brain,especially
therole of thelimbic systeme.g.seeAlbus(1981)andLeDoux(1996).

If processingof informationin ary of the layersis likely to take too long in relation
to the urgeny of someneedprovoked by the environment,for instanceif thereis a large
object coming rapidly towardsyou, or a fast-mwing edible object flying pastyou when
you arevery hungry thenit may be necessaryor ‘normal’ processeto be interruptedand
redirected. This could be achieved by the additionwithin the reactve mechanism®f one
or moremodulesreceving informationfrom sensoror otherpartsof the systemandusing
fastandgeneralpattern-recognitiotechniquegso decideto interrupteverythingandredirect
the whole systemtowardsan appropriateesponsee.g. runningaway, freezing,pouncing,
attendingto a particularobjectin the ervironment,andsoon.

Whetherthisrequiresa specialmechanisnor cansimply be partof the normalfunction-
ing of areactve systemgdepend®ntherelative speed®f variouskindsof processingThere
is no needto interruptandredirecta systemtowardsa particularactionif it wasaboutto do
thatanyway, andjustasquickly.
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A numberof additionalmechanismdjstedbriefly in Figure3(a),enablethevariouslay-
ersto function,andtheir shortcomingge.g. limited processingapacityof the deliberatve
layer)to be compensatetbr. Thevery clutteredFigure3(b) impressionisticallyportraysthe
resultof puttingvariouspiecestogetherincludingthe alarmmechanism.

7 Motivegenerators
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Figure3: (a) (b)

In (a) we list someadditional componentgequited to support processingof motives, ‘what if’
reasoningcapabilitiesin the delibemative layer, and aspectsof self-contol. It is conjectued that
there is a store of different, culturally influenced, personae’which take control of the top layer at
different times,e.g. whena personis at homewith family, whendriving a car, wheninteracting
with subodinatesin the office in the pub with friends, etc. In (b) the relationsbetweensomeof
the componentare shownalongwith a global alarm systemreceivinginputsfrom everywhee and
sendinginterrupt and redirection signalseverywhee. It also showsa variable-thesholdinterrupt
filter, which partly protectsresouce-limited delibemtive and reflectiveprocessedrom excessive
diversionandredirection.

Both in a sophisticatedeactve systemandin a deliberatve systemwith planningca-
pabilitiesthereis often a needfor motiveswhich represent stateor goal to be achieved
or avoided. In simple organismstheremay be a fixed setof driveswhich merely change
their level of activationdependingon the currentstateof the system.In moresophisticated
systemanot all motivesarepermanentlypresentsothereis a needfor motivegenemtors to
createnew goalspossiblyby instantiatingsomegeneralgoal cateyory (eatsomething with
a particularcase(eatthat foal). Thesegeneratoraresimilar to the dispositionafconcerns’
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in Frijda’s theory Beaudoins andWright's PhD thesedliscussvarioustypesof generators
or ‘generactvators’andrelatedimplementationssues.

Theability to manipulategoals,andto planactions,or tailor actionsto currentcontexts,
requiresvariouskinds of representationahechanismsln particular reasoningaboutwhich
actionsare possiblenow or in hypotheticalfuture situations,or aboutthe consequences
of thoseactions,requiresone or more powerful long term associatre memories,whose
form will be relatedto the form of representatiomusedfor goals, situationsand actions.
Thesewill not necessarilynapdirectly ontosensoryinput (e.g.the percevableaffordances
discussedby Gibson(1979),suchas‘somethingedible’ or ‘a support'mayhave enormously
varied sensorymanifestationspand that may inducea needboth for more abstractcentral
representationatapabilitiesandalsofor moresophisticategrocessingf perceptualnput
in orderto provide information at the appropriatelevel of abstractionfor the deliberatve
mechanism.While this happenghe visual systemmight simultaneouslyjbe sendingmore
‘primiti ve’ sensoryinformationto otherpartsof the systemge.g.for posturecontrol.

It is importantthat noneof the threelayershastotal control: they areall concurrently
active andcaninfluenceoneanother The degreeandtype of influencewill vary from time
totime. In particular all threelayerscanbedisruptedoy the globalalarmmechanisms.

8 Dynamic filters and moods

Sincethedifferentlayers,the sensorysystemsandthealarmsoperateconcurrentlyit is pos-
siblefor new informationthatrequiresattentionto reacha deliberatve or meta-management
sub-systenwhile it is busy on sometask. Becauseof the resourcdimits mentionedorevi-
ously, it may be unableto evaluatethe new informationwhile continuingwith the current
task.But it would be unsafeto ignoreall new informationuntil the currenttaskis complete.
Sonew informationneeddo beableto interruptdeliberatve processing.

Understressfulconditions,deliberatve mechanismsvith limited processingr tempo-
rary storagecapacitycanbecomeoverloadedby frequentinterrupts. We have arguedelse-
where(e.g. (Beaudoin& Sloman1993))thatvariable-threshol@ttentionfilters canreduce
this problem. Settingthe thresholdat a high level whenthe currenttaskis urgent,important
andintricate,canproducea global stateof ‘concentration’on thattask. (Malfunctioningof
this mechanismmay produceatype of attentiondisorder(Beaudoin1994).)

Variationsin the externalcontext andthe individual’'s needsandresourcewill require
more coarse-graineglobal control mechanisms.This may accountfor somemoods For
example,whenthe ernvironmentcanbe classifiedas‘friendly’ becausenostgoalsarerela-
tively easilyachieved,aconfidentoptimisticmodeof behaiour maybefruitful. Whenthings
oftengowrong,andpredatoraboundamorecautious gvenpessimistiadlemeanoumaybe
muchsafer More subtleandcomple< change®f moodmay be triggeredby recognitionof
socially significantcontects. Therearesomeglobal statechangegroducedoy pathologies,
e.g. depressionmanic states. Much more researchis neededto help us understandhe
architecturabasisof awide variety of typesof globalstatechangesincluding,for instance,
thenatureof sleep.
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9 Architecture-basedconcepts

The model outlined above (like mary similar models)allows us to generatesystemsof
cognitive and affective conceptswhich are groundedin the virtual machineinformation
processingarchitectureof agents.Sucharchitecture-basedonceptanay prove superiorto
thosewe currentlyuseto formulateresearchyuestionsandour theories.

We often think we know exactly what consciousnessxperience,emotions,etc. are,
becauseve experiencethemdirectly. This is mistalen. We may experiencesimultaneity
‘directly’ sometimeshput that doesnot guarantee cleargraspof the concept,asEinstein
shaoved. Oneway to deepenour understandingf theseconceptsand, wherenecessary
repairtheir deficienciesis to seekanexplanatoryarchitecturendthenuseit asaframeavork
for systematicallygeneratingconceptsjust asthe theory of the sub-atomicarchitectureof
mattergenerated@oncept®f kindsof elementskindsof chemicalcompoundsndprocesses,
etc. Therelationbetweertheperiodictableof element@andmodernideasaboutthearchitec-
ture of matterillustrate how an underlyingarchitecturecangive new clarity andcoherence
to afamily of conceptsThenew conceptsio notreplaceour old ones but extendandrefine
them,for instanceaddingconceptof isotopedo old ideasof chemicallementsandadding
new ideasaboutvaleng to old ideasaboutchemicalprocesses.

10 Architecture-basedemaotion concepts

In our previous work we have attemptedo shov how the threelayersmight supportstates
andprocessesvhich correspondo someof our pre-scientificconceptof ‘emotion’. Such
processeslsoexplain a commondistinctionbetweenprimary’ and‘secondary’emotions
(e.g. foundin Damasio,1994;Picard,1997)andsuggesia needfor an additionalcateyory
of ‘tertiary’ emotions.

Thereactve layeraccountdor primary emotions(e.g. beingstartled). The deliberatve
layer explains secondaryemotionswith greatersemanticcontentandlessdependencen
eventsin thepercevedenvironment(e.g.apprehensiononcerningvhatmighthapperwhen
a risky planis executedand relief concerningwhat did not happen). Various processes
impingingonthemeta-managemeptoducingpartiallossof controlof attentionandthought
processesccountfor tertiary emotions statesn which peoplemayfind it hardto redirect
their attentionor hardto maintaina focusof attention,or wherevariouskinds of thoughts
(‘Did shereally like me?’ ‘How canl have my revenge?*Why won’t he changehis mind?’,
etc.) constantlyintrude despitedecisiongo ignorethemandconcentraten importantand
urgenttasks.Theseertiaryemotionssuchashumiliation,jealousyandthrilled anticipation,
are probablyuniqueto humansthoughperhapssimplified versionscan be found in some
otheranimals.

It is well known thatdefinitionsof ‘emotion’ vary widely (Oatley & Jenkins1996). We
expectthatfurtherwork on varietiesof architecture-basecbnceptswill reveala still wider
rangeof architecture-basecbnceptof emotion,alongwith new, moreprecisearchitecture-
basedconceptscorrespondingo old ideasaboutmood, motivation, attitude, personality
perceptionJearning,andsoon. This sortof modelprovidesa unifying framewvork which



11 MULTIPLE PERSOMLITIES 12

helpsus explain the diversity of definitions,causedoy differentresearchergunwittingly)
focusingon differentpartsof the samearchitecture.

11 Multiple personalities

In humanst seemghatthe meta-managemeidyer doesnot have a rigidly fixed modeof
operation. Ratherit is asif differentpersonalitiesusingdifferentevaluations,preferences
and control stratgies, caninhabit/controlthe meta-managemerststemat differenttimes.
E.g. the samepersonmay have different personalitiesvhenat home,whendriving on a
motorway andwhendealingwith subordinatest the office. Switchingcontrolto a different
personalityinvolvesturningon alarge collectionof skills, stylesof thoughtandaction,types
of evaluations decision-makingstratgjies, reactve dispositionsassociationsand possibly
mary otherthings.

For sucha thing to be possible,it seemsthat the architecturewill require something
like a storeof ‘personalities’,;mechanismdor acquiringnewv ones(e.g. via varioussocial
processes)nechanismgor storingnew personalitieand modifying or extendingold ones,
and mechanismavhich can be triggeredby external context to ‘switch control’ between
personalities.

If sucha systemcango wrong, that could be part of the explanationof somekinds of
multiple personalitydisorders.

It is probablyalso relatedto mechanismof social control. E.g. if a social system
or culturecaninfluencethe meta-managememrocesseshat determinehow anindividual
representscateyorises,evaluatesand controls his own deliberatve processesthis might
provide a mechanisnwherebythe individual learnsthingsasa resultof the experienceof
others,or mechanismsvherebyindividualsare controlledandmadeto conformto socially
approsed patternsof thoughtand behaiour. An example would be a form of religious
indoctrinationwhich makes peopledisapprae of certain motives, thoughtsor attitudes,
leadingto redirectionof deliberationin more‘socially acceptabledirections.

12 An ecologyof mind

We have indicatedhow duringevolution the changingneedsof the centralprocessingnech-
anismsmight leadto developmentf higherlevel layersin the perceptuahndmotormech-
anisms. For instance developmentof a deliberatve layer leadsto a requiremenfor more
sophisticatedand abstractinput from the sensorysystems(‘chunking’ at higher levels of
abstraction,to provide knowledge relevant to generalplanning capabilities). It can also
producepressurdor evolution of higherlevel controlmechanismsvithin the actionsubsys-
tems,includingtheability to performsocialactions,suchasgreeting,performingrituals, or
cooperatingpn comple skilled tasksrequiringgoodcoordination.If hierarchicalcontrol of
actioncanbe devolved to a sophisticatedaction systemthis releasexentralresourcedor
othertasks.

All this suggestghat we can think aboutthe boxes on the grid, and the additional
componentsasforming anecologyin which sub-oganismso-evolve sothatdevelopments
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in someof themgenerateeedsandopportunitiedor the others.Suchco-evolutioninvolves
a family of parallel trajectoriesthrough both ‘design space’and ‘niche space’(Sloman
1998). Althoughthe componentslearly are not separaterganismsthey do co-exist, per

forming differenttasks,making useof differentinformation, sometimesco-operatingand
sometimesompetingwith oneanother Justasdifferentorganismsn the samepartof the
forestmay analysetheir sensoryinputsin differentwaysandencodenformationaboutthe
ernvironmentusing differentontologiesand possibly different forms of representationso
alsomay differentsub-componentef a single complex organism. For instanceincoming
visual information, as mentionedpreviously, may be processedo producea variety of

differentdescriptionsboutaffordancesisedn parallelby reactve mechanismgjeliberatve
mechanismand meta-managemetdvels, almostasif they hadtheir own eyes. Similarly,

differentinternalstatemonitoringprocessemayusedifferentontologiesn recordingevents,
generatingyoals,etc.

In somewaysall this is reminiscentof Minsky’s ideason a ‘society of mind’ (Minsky
1987)thoughperhapghe phrase‘ecology of mind’ is more aptif we think of the various
componentgshaving co-e/olvedto meetdifferentpressuresindopportunitiegrovided by
the othercomponents.

Thisis of courseonly ametaphorandsomeof thedifferencegrom morecommonforms
of co-evolution may help us to understandhe strengthsand weaknessesf the metaphor
Very often co-evolution of whole organismsinvolves competition. But often it involves
cooperation,such as evolution of the shapeof a flower and evolution of the shapeand
behaiour of insectsor birds that obtain nectarfrom the flower. Co-evolution within an
organismis morelik ely to beof thecooperatreform, thoughtherecouldalsobecompetition,
e.g. competitionfor resourcessuchasinformation,blood supplies.etc. (SeealsoCh 8 of
MaynardSmithandSzathnary (1999)).

The main differenceis that normalbiological co-evolution involvesorganismsthat can
replicateindependentlywhereagartsof a single organismcannot. Neverthelesgust asa
mutationthat changesa type of flower may produceopportunitiesfor changein a bee,so
a mutationthat altersthe capabilitiesof a perceptuakub-mechanisnmight producenew
opportunitiedor usefulchangesn a morecentralcomponent.

It is not possiblefor reproductve fitnessof onecomponento increaseor decreasénde-
pendentlyof fithessof anotheysincethey reproducdogethemwhentheorganismreproduces.
However, differentpartsor featuresof anindividual may be thoughtof ashaving different
degreesof ‘fitness’ accordingto how fastthey spreadthrougha population. This is clearly
relatedto the notion that differentgeneswithin a genomemay have differentreproductve
fitness.

Althoughthenotionof an‘ecology’ mustnotbetakentoo literally, neverthelesstrying to
understangbrocessesf incrementakchangesn differentpartsof the architecturemay help
us understandhow the whole systemevolved, andhow that systemworks. Our discussion
is closelyrelatedto Poppers proposal(1976,p. 173)to distinguishexternalandinternal
selectionpressures.For instancehe suggestghat sometimedn biological evolution new
prefeencesevolve, e.g. if having thosepreferencesids survival andreproduction. This
in turn can producea new ‘niche’ in which thereis pressurdor certainskills to evolve.
Thusorganismswill befavouredby naturalselectionf they developskills which senethose
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preferencesThisin turn canproducea pressuresvhich favour certainanatomicathangesf
they supportthoseskills. Thosechangesnaythensupportthe evolution of new preferences,
e.g.if they senetheneedsf the new anatomicamechanisms.

13 Someconjectures

It is conjecturedhatthethreelayerscanbe usedto explain differentsortsof consciousness,
rangingfrom simple sentienceo full reflectve self-avarenessand possessiomf ‘qualia’
(Sloman2000),thoughthereis no spaceto elaborateon this here.

Likewiseit is conjecturedhatthis sortof architecturecould give a robotmary human-
like mentalprocesses includingfalling into philosophicakonfusionsaboutconsciousness.

Of coursesomerobots,like mary animals,youngchildren,or evenbraindamageadult
humanswill have only partsof the systempresentandtheir cognitive andotherstateswill
be correspondinglyimited.

Similar commentssanbe madeaboutsoftwareagents.

14 Conclusion

As science much of this is conjectural- mary detailsstill have to befilled in andconse-
guencedeveloped(both of which cancomepartly from building working models,partly
from multi-disciplinaryempiricalinvestigations).

An architecture-baseshtologycanbring someorderinto themorassof studiesof affect.
We have begun to illustrate this by shaving how different conceptsof emotionrelateto
processearisingin differentpartsof acomplec architecturethoughthereis still muchwork
to bedone. This partly helpsto explain why therearediversedefinitionsof emotionin the
literature: differentresearcheranwittingly focuson differentsubset®of the phenomenave
have referredto asprimary, secondanandtertiaryemotions.lt shouldalreadybe clearfrom
our discussiorof the proposedarchitecturghatthisis a crudeandinadequatelassification:
additionalimportantsubdvisionsbetweentypesof emotionsandother affective statescan
be basedon the differencesn mechanismsnvolved in generatingthem and the different
waysthey develop, subside aresuppressedrigger furtheremotions etc. (Wright, Sloman
& Beaudoinl996).

Another featureof the architecture pointedout in (Sloman1989), is that it predicts
thatperceptualnformationfollows mary differentroutesthroughthe brain, supportingand
triggering diverseprocessesvithin the mentalecology This may accountfor phenomena
foundby (Goodale& Milner 1992)andothersinvolving differentvisualpathways.However
ourarchitecturaproposalsuggesthatfar morefunctionally distinctsensorypathwaysexist
thanhave beendiscoveredso far. We shouldalsonot be surprisedto find that sometimes
connectiongjo wrongproducingphenomenauchassynaesthesim which differentsensory
modalitiesbecomeentangled.

It is very unlikely thatnewbornhumansarebornwith suchanarchitecturdully formed,
thoughsimplerorganismanayhave theirarchitecturesargely determinednnately We need
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moreresearcton how architecturesrebootstrappedothin altricial speciefwhereindivid-
ualsarebornor hatchedn arelatively helplessandundevelopedstate lik e humanshunting
mammalsandbirdsof prey) andprecociakpeciegwhereindividualsarebornor hatchedar
moreableto look afterthemseles,e.g. sheepdeer grazingmammalsgchickens,andmary
aquaticanimals). Suchresearchmight leadto deepinsightsin comparatre psychology
developmentapsychology(e.g. if muchof thearchitecturedevelopsafterbirth in humans).
This shouldalsoprovide animproved conceptuaframenork for studiesof effectsof brain
damagenddiseaseby enablingusto classifyfar morepreciselythanbeforethemary ways
in which thingscango wrong. It will alsopointto a muchricher classificationof typesof
developmentandlearningwithin individuals: the more complex the architecturethe more
varietiesof possiblechangeanddevelopmenthereare,atleastin principle.

By comparingand contrastingarchitecturegequiredfor embodiedanimalsand those
that suffice for software agentswe can producean improved conceptualframenork for
classifyingtypesof emotionsthat canarisein softwareagentsfor instancethosethatlack
thereactve mechanismsequiredfor controllinga physicalbody:.

Thereareimplicationsfor engineeringaswell asscience Designerof complex systems
needto understandheissuesliscussedhere:

(a)if they wantto modelhumanaffective processes,

(b) if they wish to designsystemswhich engagdruitfully with humanaffective processes,
e.g.really corvincing syntheticcharactersn computerentertainments,

(c) if they wishto produceteaching/trainingpackages$or would-becounsellorspsychother
apists,psychologists.

Thereis alreadyrecognitionof the importanceof modelling affective processem syn-
theticagentsamongorganisationandresearcherswolvedin the entertainmenandgames
industry Our introductionpointedout that someof this work canusevery shallov models.
However, asthe requirementdor realismbecomemore demandingt could turn out that
simulationsin computergamesand entertainmentsvill have the side effect of leadingto
very deepadwancesn psychologyandphilosophy
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