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Abstract

This paperis abouthow to give human-lile powersto completeagents. For
thisthemostimportantdesignchoiceconcernghe overallarchitecture Questions
regardingdetailedmechanismsforms of representationsnferencecapabilities,
knowledgeetc. arebestaddresseth the context of a globalarchitecturen which
differentdesigndecisionsieedo belinked. Suchadesigrwouldassembl&arious
kindsof functionalityinto acompletecoherenivorking systemjn whichthereare
mary concurrentpartlyindependenpartlymutuallysupportve, partly potentially
incompatibleprocessesaddressing multitudeof issueson differenttime scales,
including asynchronousgoncurrent,motive generators. Designinghumanlike
agentds part of the moregeneralproblemof understandinglesignspace hiche
spaceandtheir interrelationsfor, in the abstractthereis no oneoptimal design,
asbiologicaldiversityon earthshaws.

1 Intr oduction

A completefunctioning agent,whetherbiological, or simulatedin software, or implementedn
the form of a robot, needsan integratedcollection of diversebut interrelatedcapabilities,i.e.
an architecture.At presentmostwork in Al and Cognitve Scienceaddressesnly components
of suchan architecture(e.g. vision, speechunderstandingconceptformation, rule learning,
planning, motor control, etc.) or mechanism&ndforms of representatiomnd inference(logic
engines,condition-actionrules, neuralnets, geneticalgorithms)which might be usedby mary
componentsWhile suchstudiescanmalke usefulcontrikbutionsit is importantto ask,from time to
time, how everythingcanbe puttogetherandthatrequireshestudyof architectures.
Analysingpossiblearchitecturess closelyrelatedto the taskof definingan ontologyfor mental
objects,statesand processegpercepts beliefs, desires attitudes,intentions,moods,emotions,
characterinferences)earning,etc.). Ideasaboutthe ontologycanhelpto guidedesignchoices.
However, exploring anarchitecturecanrevealunexpectedieaturesof the ontologyit is capableof
supportingandthatcanfeedbackinto new ideasaboutontologiesanddesignrequirementsSothe
processesf theorisingdesigningimplementingandexperimentingarerelatedn acyclic fashion.
At present do notthink we know muchaboutthe spaceof possiblearchitecturesandour ideas
regardingthe ontologyto be supportedoy suchan architectureare still very primitive (having
advancedittle beyondfolk psychologythoughthat's asgooda startingplaceasary). Sowe are
notyetin apositionto chooseonearchitecturepr evena sub-classSoall suchwork mustremain
exploratoryandspeculatie for thetime being,includingthework reportechere.



2 What is an architecture?

Whatdo | meanby “architecture"?A fully functioningsystemhasarchitecturesitdifferentlevels
of abstractioncorrespondingo differentimplementatiodayers,e.g. thereis the architectureof
an underlyingphysicalmechanisn(Turing machine von Neumannmachine dataflav machine,
neuralnet, chemicalcontrol mechanismetc.), the architectureof a complec algorithm(e.g. a
parsingalgorithmwhich hascomponentshathandledifferenttypesof sub-structurén theinput),
thearchitecturef anintegratedcollectionof concurrensoftwaremoduleqe.g. thearchitecturef
anoperatingsystemor thearchitecturef afactorycontrolsystem).Whencomputeiscientistgalk
aboutarchitecturghey oftenmeanto referto thestructureof thelowestlevel physicalmechanism.
Thereis amoreimportantnotionof architecturdor our purposeswhichis closerto whatwe mean
by the architectureof a building, or a large organisation.This refersto the large scalefunctional
decomposition:it is the conceptof architecturethat might be usedby a software engineer or
systemsanalyst.

Besidesdifferencedn levels of abstractionor implementationthereare differencean typesof
functionality A human-like agentneedsto be ableto performa large and diversecollection of
tasks,bothexternally (finding andconsumingood, avoiding predatorsbuilding sheltersmaking
tools,finding matesgtc.) andinternally (interpretingsensorydata,generatingnotives,evaluating
motives, selectingmotives, creatingplans,storinginformationfor future use,makinginferences
from new or old information, detectinginconsistenciesmonitoring plan execution, monitoring
variouskinds of internalprocessingnoticing resemblancegreatingnen conceptsandtheories,
discoveringnew rules,noticingnew possibilities etc.).

At presentwe do not know much aboutthe rangeof internal tasksperformedby the human
architectursinceneitherobsenationof behaiour, norintrospectiomorneurophysiologialstudies
cangive directinsight into mostof whatis going on in abstractvirtual machineg(for reasons
indicatedoelow). Neverthelessve canstartour explorationfrom our bestcurrenthunchegleaned
from all thesesources.

3 Thereis no unique designfor intelligence

Evenif thelist of internal capabilitiesgiven above is a good start, we mustnot assumehat all
intelligent agentswill have the samecollection. Differentkinds of agentsmay have different
subsetsEvenamonghumanghereis enormougliversity, especiallyif we considerextremecases,
suchasNewton, Mozart, andidiot savants. Within anindividual the collectionof capabilitiesis
notfixedeither asis clearbothfrom obsenationof youngchildrenandstudiesof aging.

Thuswe shouldnotassuméhatanintelligentagenthasa fixed architecture partof the processes
of learningand developmentmay include changego the architecturefor instancedevelopment
of major new collectionsof capabilitiesand developmentof new links betweenold capabilities.
Someindividualsseemto go on developingandextendingtheir architecturesongerthanothers.
It mayturn outthatoneof the mostimportantfeaturesof a humanarchitecturea sourceof much
of its power, is the potentialfor self modificationandthe consequentiadliversificationwithin a
cooperatinggommunity



MAPPINGS BETWEEN DESIGN SPACE AND NICHE SPACE
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Figurel: Mappings betweendesignspaceand niche space

4 Designspaceand niche space

For ary collectionof capabilities(i.e. for eachsetof requirementgor a design)we canconsider
the designsthat might implementsuchcapabilities. In generaltherewill not be uniquedesign
solutions.l have summarisedhisin [10, 12, 14] by suggestinghatwe needto explore a spaceof
possibledesigndor behaing systemgdesignspaceanda spaceof possiblesetsof requirements
(nichespacepndthemappingdetweerthetwo. It is notto beexpectedhatthereis any one“right”
architecture As biologicaldiversitydemonstratesnary differentarchitecturesanbe successful,
andin differentways. Therearedifferent“niches” (setsof requirementsndconstraintsjor which
architecturesanbeevaluatecandcomparedandsuchevaluationawill notgenerallyyieldaYes/No
decision,but ratheran analysisof trade-ofs, often involving several dimensionsof comparison.
This commentdoesnot imply thatthe spacesaresmoothcontinuawithout arny sharpboundaries:
onthecontrary botharelik ely to have mary significantdiscontinuitie§asshouldbe obviousfrom
the structureof the spaceof designsfor software systems)nd part of our taskis to understand
the natureof thosediscontinuities.thetwo spacesandtheir relationships.The variety of typesof
arrovsis intendedo shaw thattherearedifferentkindsanddegreesof matchbetweeraregionin
designspaceandaregionin nichespace.

5 Trajectoriesin designspaceand niche space

Onetaskfor Al andrelateddisciplinesis to investigatgpossibletrajectoriesn designspaceandin
nichespacej.e. possiblegransformationgrom onedesignto anotheror from onenicheto another



This involves exploring and analysingpossibleforms of development,adaptationand learning
within individualsandalsopossibletypesof evolutionarychange.

Somechangesoccur within continuousregions of designspaceand niche space(e.g. smooth
increasesn speedof processing)while othertrajectoriescrossdiscontinuitiese.g. introducing
a notationor mechanisnthat (in principle) allows constructionof nestedsymbolic structuresof
unboundedepth,goingfrom asystenof propositionalogic to full predicatdogic with quantifiers,
or goingfrom apurelyreactve architectur@o onethatincludesdeliberatve capabilitieqdescribed
below).

Therearesometypesof changeghat canhapperwithin a singleindividual, suchasthe changes
fromfrog spavnto tadpoleto adultfrog, or thechangdrom helplesshrumarninfantto naughtychild,
to sophisticatedjuantumphysicist. Othertypesof trajectoriesin designspaceare not possible
within anindividual, but requireevolutionacrossgyraduallychanginggenerationsor, in thecaseof
artifacts,majorre-engineeringFor example,| suspecthatthereis noervironmentaimanipulation
thatcantransformafrog’segginto agiraffe. | donotknow whethersomesequencef evolutionary
pressuresouldleadfrom afrog to a giraffe, possiblyvia regressiorto a simplerform (acommon
ancestor).

Whetherary self-modifyingartificial informationprocessingystemcouldstartwith theability to
write computemprogramsn assemblyanguageandsomehav extenditself by inventinglanguages
like Algol, Simula67,Lisp, C++, Prolog,etc. or by inventinga new type of operatingsystemfor
itself, remainsanopenresearclguestionJinkedto otherquestionaboutmechanismsinderlying
humancreatvity.

Sinceall organismdorm partof theervironmentfor otherorganismgincludingothersof thesame
speciesgvolution in the designof onecanconstituteevolution in the nichefor anotherandvice
versa A studyof whichformsof co-evolution areandarenot possiblewould be anessentiapart
of the studyof trajectories.

Anotherkind of trajectoryis the evolution of a culture,i.e. the collectionof conceptsknowledge,
skills, norms,ideals,etc. shared(to varying degrees)amongmembersof a community There
seemto be forms of learningthatare possiblein a culturebut notin anindividual (e.g. because
they take too long to be achievzedin onelifetime, or becausehey essentiallyinvolve interactions
betweenndividuals,suchassocialandpolitical developments).Anotherway of thinking about
thisis to regardan enduringsocietyasa particularform of self-modifyingagentwith a comple
distributedarchitecture.

A differentsortof questions whethera particulardesignpermitsinstanceso be assembledeady
madein alaboratoryor whetherthey would have to grow themseles. It maybe physicallyimpos-
sible to assemblalirectly mechanismshat are capableof supportingcertainkinds of functional
architecturege.g. assemblin@g fully functionaladulthumanbrain),becaus®f the 3-D structural
intricacies.Thisdoesnotrule outthepossibilityof growingonein alaboratoryusingsophisticated
developmentabndlearningprocessesBut thosearelong termresearchssuespon which we can
reserejudgement.

Whethera softwae equialentto an adult humanbrain could be assembledh a fully functional
formis anothemuestion.Theanswemayturnoutto be“yes” in theorybut “no” in practicejf the
systemis to be implementedn physicalmechanism&nd operatewithin human-like constraints
of weight, physicalsize,speedof operationandenegy consumption.Theseareall questionon
which opinionswill differ until moreresearcthasbeendone.



6 Must designsbeintelligible?

Anotherguestionon which thereis disagreements whetherthe provision of a large setof capa-
bilities, suchasthoselistedabove, necessarilynvolvesthe creationof anintelligible designwith
identifiablecomponentperformingseparatéasks,or whetherthe functionality could sometimes
(oralways?)emegeonly in avery complex andincomprehensibleashionfrom myriadinteracting
components.

For example, experimentersusing geneticalgorithmsto evolve neuralnetsto control a robot
sometimesreatenetworksthatwork, but which seemto be impossibleto understandgnot unlike
somelegagy softwarewhich hasgrown over mary yearsof undisciplineddevelopment).

This is relatedto the questionwhethera niche(i.e. a setof requirementsyill alwaysdecompose
into a collectionof distinctcapabilitiesvhich canbe senedby distinctcomponentsf adesign,or
whetherthereis alwayssomuchintricate“cross-talk”’betweenrequirementandbetweerelements
of designsthat clean, intelligible, modular solutionswill turn out to be impossible,exceptin
relatively trivial cases.

Evenif designsareunintelligibleatonelevel of descriptiontheremaybehigherlevel descriptions
of importantfeaturesvhich canbediscoveredif only we developtheright setsof conceptsCohen
andStewart[3] suggesthatthisemepgenceof higherlevel orderis afeatureof all complex systems,
includingbiologicalsystems.

7 How canan architecture be evaluated?

Evaluationof an architecturgor a genericdesignfor a family of relatedarchitecturesgantake
differentforms,dependingnonesinterests.

For instance someonavith a practicalobjective would be primarily interestedn obsenableper
formance.Thiscouldincludemultiple dimension®f evaluation,nvolving input-outputmappings,
speedrunningcosts,generality precision accurag, adaptability

A muchdiscussedandmaligned)criterionis the Turing test. Themainpointto noteaboutthisis
thatit corresponds$o a tiny subsef nichespacegevenif interestingregionsof designspaceare
potentiallyrelevant,asTuring claimed,at leastimplicitly). For someonénterestedn designghat
fit otherregionsof nichespacethe Turing testwould be of limited value: a machinethatpassed
the Turingtestwith flying coloursmightnotbeableto learnto fly anairliner safely or to interpret
thesensoryinformationandcontrolthe movementf arobot.

Arguingaboutwhich performanceriterionis correctis justsilly: differentcriteriawill berelevant
to differentscientificandengineeringgoals.

Thetaskof designinga systemsatisfyingobsenable performanceeriteriamayleadto a concern
with internal processesFor instancewhethera systemcanmodify its performancéyy changing
its stratgieswhenthingsgo wrongwill depenconwhatsortsof internalmonitoring,analysisand
evaluationare possible andwhatsortsof shorttermandlong terminternalself-modificationare
possible.Thisin turn will dependon theformsof representatioandinferenceavailable,andthe
generatre power of theinternalbuilding blocks.

Someoneavith abiologicalor psychologicabrientationyatherthanpracticakengineeringbjecties,
will havedifferentcriteriafor evaluatingmodelsfor instanceequiringafairly closecorrespondence
with information-processingtates,and possiblyeven neuralmechanismswithin the organism

1I've arguedagainstertainsortsof modularityin vision, in [8].



beingmodelled. Detectingsucha correspondencar lack of it, may be very difficult, especially
whenthe objectve is to achiese a correspondencat a high level of abstractiorcompatiblewith
significantdifferencesn physicalconstructionand differencesn obsenable behaiour (just as
differenthumarnbeingssharingmary desigrfeatureswill differin theirbehaiour andcapabilities).
A moregeneralandambitiousscientificconcernwould be notjust the evaluationof any particular
model,or thestudyof ary particulartype of organism put ratherthe comparatre studyof different
architecturesand their relationshipsto differentniches. This could also include an interestin
possibilitiesfor change:i.e. a studyof possibletrajectoriesn design-spacandniche-spaceas
describedhbove. In particularquestiongboutthe powerof anarchitecturanayneedo distinguish
thepowerof thesystematary particulatimeandthepotentialfor increasegowerthroughlearning
andself-modification:considetthedifferencebetweeranevbornhumaninfantandothernewvborn
mammalsvhich walk, find the mothers nipple,andevenrun with the herdshortly afterbirth.

8 Designsfor a new philosophy

Thiscomparatre analysisof typesof designsaandnichesandtheir relationshipss very closeto old
philosophicabroblemsaboutthe natureof mind, intentionality consciousnesgic.
Onedifferences thatwherea®lderphilosophersisedto askquestiongik e: “Whatis amind?” or
“What arethe necessargnd/orsufiicient conditionsfor somethingo be conscious?we cannow
ask“How mary differentkindsof mindsarethereandhow dothey differ in their architecturesand
their capabilities?” Thesequestionaunify philosophy psychology biology andAl. (Thoughwe
mustresistary temptationto assumehatthe conceptof a mindis initially cleat or thatthereare
sharpboundariebetweerthingswith andthingswithout minds!)

In philosophythereis along tradition of linking the possessionf mentalstategbeliefs,desires,
intentionsetc.) with rationality andthistraditionhasrecentlymanifestedtselfin Dennettsnotion
of the“intentionalstance”andNewell’s “Knowledgelevel” both of which requirethatactionsbe
explainablein termsof beliefsanddesiresasif theagentwererational. Howeverfrom our broader
standpointve canexplore a variety of moreor less“rational” architecturesndassesshemfrom
different standpoints. E.g. for genesto perpetuatehemselesit may be essentialthat agents
sometimedehae in a mannerthatis not rationalfrom the agents viewpoint. Thereare mary
waysin which exploring designspacecanshedlight on philosophicalproblems.

9 Isthetasktoohard?

Giventhe enormoudliversityin bothdesignspaceandnichespaceandour limited understanding
of both, onereactionis extremepessimisnregardingour ability to gainsignificantinsights. My
own attitudeis cautiousoptimism: let us approachthe studyfrom mary differentdirectionsand
with mary differentmethodologiesindseewhatwe canlearn. Eventhediscoverythataparticular
approacldoesnotgetveryfaris anadwancein knowledge.

In particular the CognitionandAffect groupat Birminghamhasbeentrying to usea combination
of philosophicalanalysis,critical reflectionon sharedcommonsenseknowledge abouthuman
capabilities,analysisof strengthsand especiallyweaknesses currentAl systemsandwhere
appropriatenints from biology, psychology psychiatryandbrainscienceto guidea combination
of speculatiorandexploratoryimplementatior{e.g. usingthe general-purpos8&im agenttoolkit



[16]). Theimplementationgnevitably lag far behindthe speculation!Therestof this paperillus-
tratessomeof the speculatiorregardingfunctionaldecompositiorf. | have speculateelIsavhere
aboutthediversity of formsof representatiorequiredin systemswith human-like intelligence®.

10 “Br oad” agentdesigns

For now, let usignoremostof thetypesandlevelsof architectureandfocusmainly onthe highest
level functional architecture: the global organisationof a collection of coexisting, interacting,
capabilities,eachof which may be describedat a high level of abstractionfor instance recev-
ing or collectinginformationfrom the ervironment,analysingsuchinformation,interpretingthe
information; making plansto modify the ernvironment, modifying the ervironment, monitoring
modificationsgeneratingnenv motivators,assessingnotivators,working out costsandbenefitsof
motivators,assessingik elihoodof successgecidingwhetherto accepbor rejectthem;monitoring
internal processesgvaluatinginternal processesnodifying internal processesand mary more,
concernedvith differenttime-scalesdifferentspheref influence,differentpurposes.(Not all
purposesieedultimatelybethoseof theagent:e.g. muchof animalbehaiour senesthe needsof
acommunity or agene-poolratherthantheindividual.)

This focuson the problemof combininga large numberof diversekinds of functionality, eachof
which may not (at first) be specifiedor modelledin muchdepth,hasbeendubbedthe “broadand
shallov” approactby the OZ groupat Carngjie Mellon University[1].

11 Threelevelsof control

Within this framework I'd like to offer somespeculationsaboutthe grossfeaturesof the human
informationprocessingrchitecture. Thesespeculationsre promptedby reflectionon (a) mary

facts about human capabilities, (b) considerationgegarding evolution of intelligenceand (c)

engineeringlesignconsiderationsspiredby reflectionon limitationsof currentAl systems.

A brainis, above all, aninformationprocessingontrol system.l’d like to suggesthatthereare
threeratherdifferentsortsof control,which might have evolvedat differenttimes.

11.1 1. A reactivesubsystem

Thefirst sorthasbeenthefocusof alot of interestin recentyears,in connectiorwith “reactive”
agents.In a purelyreactve agent(or onesortof reactve agent)informationis acquiredthrough
externalsensorsandinternalmonitorsandpropagateshroughandaroundthe systemandout to
effectorsof variouskinds,asindicatedroughlyin Figure2.

This leaves openthe possibility of someeffects being counterbalancetly opposingtendencies,
or someof the outputsof sub-componentbeing gatedor inhibited by others. Many different
relatively unintelligentmechanism®f conflict resolutioncanfit into a reactve system. What
a purely reactve systemcannotdo is explicitly constructrepresentationsf alternatve possible
actions evaluatethemandchoosebetweerthem,all in advanceof performingthem.

’Reportedn severalpreviouspaperd15, 7, 8, 9, 10, 2, 14, 17]. Comparg5].
3E.g. se€f6, 11, 13
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Figure2: An architecture for areactive agent

Processesccurin parallelin a reactve systembecauseherearededicateccoexisting circuits. |
presumeherearemary organismdik e that (e.g. insects),andolder, more primitive partsof the
humanbrainarealsolik e that.

In humanbeings,andpossiblyotheranimals,thereareforms of learning,or rathertraining, that
extendthecapabilitiesof thereactve sub-mechanisml huswe candistinguishdesigngor reactve
systemghatarelargely static(apartfrom dynamictuningof feedbackoopsperhaps)anddesigns
thatareextendablepossiblyunderthe controlof othermechanismsvithin theglobalarchitecture.

11.2 2. A deliberative subsystem

Oneof themajorcharacteristicef areactve systemasconcevedhereis thatall responsesyhether
internalor external,happenassoonastheir triggeringconditionsare satisfied(provided that the
responses notinhibited asa resultof anothemreactve mechanism.)This principle of automatic
triggeringis independenbf how the systemis implementede.g. whetherit usesa collection
of neuralnetworks, or condition-actionrulesin a symbolicrule interpreter or somethinglike
procedurecallsin a programmindanguageor just a hard-wiredcircuit.

If suchasystems well matchedo its niche thefactthatit is relatively inflexible andunintelligent
isof noconcern.It couldbethatinsectsarelik ethis. Perhapshosemammalge.g. deer)whichare
bornwith sophisticatedapabilitiesthatenablethemto run with the herdalsohave anessentially
reactve controlsystem.

Sucha systemcan breakdown whenthe pre-designedollectionsof conditionsfor triggering
responsesire confrontedwith new situationsfor which no appropriateresponsesre available.
This is typical of the sortof nichethat requiresour secondmain type of control architecturea
“deliberatve” architecturewhich is ableto assemblenen combinationsof actionsto copewith
novel contets, asindicatedroughlyin Figure3.

In generalthe spaceof suchcombinationds explosive in its compleity?, andthat meansthat if

4If K choiceshaveto bemadefrom N typesof componentsherewill beof theorderof N possiblecombinations.



TOWARDS DELIBERATIVE AGENTS
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Figure3: A hybrid reactive and deliberative agent

the newv combinationshave to betried out by actingon thema very large numberof experiments
will berequiredwhichmaybebothtime consumingandvery dangerousSoit is beneficialif the
searclcanbe donehypotheticallyusingsomekind of modelwhichis evaluatednternally.
Thatsortof nicherequiresdesignghatincludeatypeof memoryin whichtemporarystructuresan
be createdevaluatedandthentried out. It mayrequirestorageof a numberof differenttemporary
structurese.g. alternatve plansthathave to be comparedn someway prior to selection.(Thisis
the coredifferencebetweera deliberatve anda purelyreactve system.)
Theprocessewhichcreate modify, comparegvaluate selectsuchnew structuresnaythemseles
beimplementedisingmoreprimitivereactvesystemswhichunlikethepreviousonesareprimarily
concernedvith operation®n aninternalworld ratherthanoperationsn theervironment,though
theresultof their manipulationcanbeimprovedability to operateon theervironment.

This kind of deliberatve mechanismpy definition, doesnot have pre-allocatedesourcedor
variousfunctionalcapabilities: ratherit is usinga generalsubsystento createandevaluatenew
capabilitiesncludingsomewhich arethenrejected.

Therearemary implicationsof this. In particular because¢he samefacility is beingre-usedor
differentsub-tasksquestionsaboutresourcdimitations arise,which arenot relevantto reactve
systemavherededicatectircuits exist for the differentsub-capabilities Otherobvious questions
arise,suchaswhetherandhow thesenewly createdstructurecanbestoredandretrievedin similar
contetsin future.

Yetanotheiproblemis whetheithere-actvationof apreviously constructeghlannecessarilynakes
useof the samemechanismascreatenew solutionsto problemssothatit is not possiblethento
usethedeliberatve mechanisnto solve a new problemwhile oneof its previousproductss being
used.

A possiblesolutionis to transfemewly constructedolutionsto thereactve subsystemwherethey
canin futureberunin parallelwith new deliberatve processesT his seemgo beafeatureof mary
kinds of humanlearning,including familiar examplessuchaslearningto drive a car, learningto
readtext or sightreadmusic,becomingafluentprogrammerlearningmary sportingskills.

The diagramsabove and belov are intendedto indicatethat perceptuakubsystemsnd action

9



TOWARDS AN ARCHITECTURE FOR MOTIVATED AGENTS
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Figure4: Adding a meta-managementayer

subsystemeandevelopdifferentievelsof abstractiortorrespondigtothedifferentrequirementsf
themorecentralarchitectureso whichthey areconnectedFor instanceadeliberatve architecture
may requirethe perceptionof abstract‘affordances’in the ervironmentin orderto perceve the
possibilityof aparticularstepin aplanthatis beingconsideredMoreover socialagentsandagents
thatinteractwith otheranimalsmay needto be ableto infer complex internalmentalstatesrom
obsenred facial expressiongosture,gesturesetc. Our ability to seea faceashapyy or sador
threateningvould be examples.

In previous paperamy colleaguesand| (largely inspiredby [5]) have beenexploring someof the
consequenceax thedivisionof labourbetweerareactve systemandadeliberatve systemjnclud-
ing the implicationsof concurrentriggering of nev motivesby the reactve system,sometimes
whenthe deliberatve systemis overloadednecessitatingomesortof “attentionfilter” to protect
processeshat are urgent, importantand difficult. Someemotionalstatescan be interpretedas
arisingout of “perturbancesin suchanarchitecturd17].

11.3 3. A meta-managemensubsystem

The third sort of control system,which we have previously describedas a meta-management
system(e.g.[2, 14, 17]) is concernedvith monitoringandcontrolof the deliberatve mechanism,
asindicatedin Figure4.

Theideais thatjust asa reactve systemmay suffer from excessve rigidity in a changingervi-

10



ronmentsomayadeliberatve mechanismin particularsincethe environmentof thedeliberatve
systemis in parttheinternalarchitectureof the agent,andsincethatenvironmentchangessthe
productsof the deliberatve systemare storedand madeavailablefor future use,it is very likely
thatwhatworksin the early stagef anagents developmenimaynot bevery goodat muchlater
stages. For this and otherreasonst would be usefulfor internalmonitoringmechanismso be
ableto keeprecordsof processegroblems decisiongaken by the deliberatve mechanismand
performsomekind of evaluation,relative to high level long term genericobjectvesof the agent
(someof which might be determinedyeneticallyandsomeof which mightbelearntin someway,
includingpossiblybeingabsorbedrom a culture)®

Genericobjectvescould include suchthingsas not failing in too mary tasks,not allowing the
achievementof onegoalto interferewith othergoals,not wastinga lot of time on problemsthat
turn out notto be solvable,not usinga slow andresource-consumingfratey if it turnsoutthata
fasteror moreelegantmethodis available,anddetectingpossibilitiesfor structuresharingamong
actions.

Although sucha meta-managememstystemmay have a lot in commonwith a deliberatve sub-
systemthe point of makingthedistinctionis thatthe deliberatve mechanismsouldexist without
thekindsof self-monitoringandself-assessingapabilitiegustdescribedIn fact,| conjecturdhat
comparatre studieswill shav thatthatis the casein mary animals.Moreover just asdeliberatve
mechanismsanvaryin their scopeandsophisticatiorsoalsocanmeta-managementechanisms.
It mightbeamguedthatif meta-managemerg neededhensoalsois meta-meta-managemeand
soon. However, the threekinds of subsystemsnay suffice if the kinds of self-monitoringand
self-modifyingcapabilitieswhich I’ ve ascribedo thethird layer canbe appliedto itself. We then
needno new kind of subsystem.

Therearemary unanswereduestionsFor example,experiencavith computingsystemsuggests
thatit is difficult or impossiblefor everythingto be monitored: in factin the limiting casethat
would producean infinite regressof monitoringmechanismslit may alsobe the casethatthere
areincompatibilitiesbetweertherequirementor certainprocesseto beinternallymonitoredand
therequirementor themto run faston dedicatectircuits. This couldimply, for example thatthe
self-monitoringmechanismsasedior meta-managemenannothave directaccesso all thedetails
of theworkingsof thereactve system.

To overcomethis, specialadditionalcircuits within the reactve systemmight be usedto transfer
informationaboutlow level processe$o deliberatve andmeta-managemeptrocessesvhich can
useit for highlevel evaluationsof currentactvities. Such‘“internal perception’'mechanismsould
simplify and abstract,if that sufficesfor the job, in which casehigherlevels will have access
only to incompleteandpossiblymisleadingnformationaboutwhatis goingon, not unlike senior
managemenh alarge organisation!

Thesedesignproblemsare relevant to a lot of contemporarydiscussionsaboutconsciousness,
gualia,andtherole of introspection.My own view is thatthe vastmajority of whatis written on
suchtopics(evenby distinguishedcientists)s of dubiousvaluebecausé hasnotbeerbasednan
implementabléheoryof thearchitecturevhich couldsupportheconceptsisedby thediscussants.
(I amnotrestrictingconsideratioronly to computationalmplementations.)

SFor moreonreasongor self-monitoringsee[4].
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12 Further questions

Thesortof discussiorpresentedhereneedso be combinedwith themorefamiliar Al researcton
formalismsandalgorithms.It couldwell turn out thatquite differentformalismsaresuitedto the
differenttasks.Differentformalismsandwaysof manipulatinghemmayrequirethe existenceof
differentkindsof representationahedia.

In particularareactve subsystenmaybeableto useformsof representatioandcontrolwhichare
notsuitedto adeliberatve systemjncluding,in theextremecasehard-wiredcircuitsandreflexes.
If sothatraiseganterestingoroblemsaboutwhathappensvhenasaresultof trainingnew structures
createdby the deliberatve systemgetimplanted(or transplanted?jo thereactve subsystem.

Is thevery old ideathatsomeformsof learningarea bit like compilingfrom a high level to alow
level languagesupportedy this?

Alternatively might it be that the very information structurethat is createdby a deliberatve
mechanisntanalsobeusedby areactve systemputin afarlessflexible (thoughspeedyfashion?
Too oftenit seemghatdebatesiboutmechanismandformalisms(e.g. logical notations/s neural
nets)are conductedn a spirit in which issuesof partisanshippr fashion,have more influence
thanscientificconsiderationsl suspecthatby askinghow all the variouscomponentganbe put
togethelinto completenvorking systemsve maybeableto make moreprogressvith suchproblems
andevenlearnthatinsteadof having to choosébetweerapparentlyincompatibleoptionswe have
to useboth, but in differentpartsof the system.In short,debatesboutwhich sortsof formalisms
arebestshouldbereplacedy investigationsnappingformalismsto tasks within themoregeneral
studyof relationsbetweerdesignsaandniches.

13 Other aspectsof the architecture

Claiming that an architecturenasreactve, deliberatve and meta-managemesub-systemsloes
notimply thateachof theseis amonolithicmechanismor thateverythingin thearchitecturenust
fit neatlyinto oneof thesecateyories.

Perceptioms aninterestingexample.In anagentwhosecompletearchitectures reactve, perceptual
mechanismsvill usefixed algorithmsfor analysingtheir input and determiningwhat shouldbe
senton to otherpartsof the system. Wherethe architecturencludesa deliberatve component,
however, aperceptuasystencouldhave adualrole,namelybothfeedinginformationdirectlyinto
thereactve subsystenandalsocollaboratingwith the deliberatve systemwhenit constructsand
evaluatesalternatve possibleactionplans. A chess-playeworking out what move to make will
oftenfind it usefulto stareat the boardanduseit asan extensionof shortterm memory(though
a moreadwancedplayercando this all internally). Similarly ananimalconsideringhow to pick
somethingup, or which routeto take acrossa clutteredervironment,mayfind thatthe problemis
easierto solve while the ervironmentis visible, againbecauséhe perceptuaktructureform part
of there-usableshorttermmemorystructurerequiredfor creatingandevaluatingoptions.

The often rediscweredfact that humansuse spatial representationfor solving mary kinds of
problemsjncludingsomevery abstracproblemsmay be a manifestatiorof the overlapbetween
a spatialperceptionmechanisnmandthe deliberatve mechanism.On the otherhand,the visual
feedbackhatallows smoothandrapid movementof a handto pick up a cupcouldbeanexample
of adeepconnectiorbetweerspatialperceptiorandsomereactve mechanisms.

If all this is correct, perceptuaimechanismsre neitherentirely in the reactve subsystermor
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entirelyin thedeliberatve subsystemSimilar commentsouldapplyto the motor outputsystem,
if thereactve subsystensometimegontrolsit andat othertimesthe deliberatve subsystentakes
over, or if bothcanbesimultaneouslynvolvedin differentaspect®f the controlof behaiour, e.g.
thinking aboutphrasinganddynamicsby performinga well-rehearsegieceof music.

A differentsortof pointconcernghequestionvhethemithin the perceptuasystenthereis aneed
for a distinctionbetweenreactive anddeliberatve subsystemslit may be thatthe perceptionof
comple structurege.g. hearinggrammaticalentencestructurespor seeinga comple pieceof
machineryyequiressomeambiguitieof parsingorlocalinterpretatiorto beresohedby temporary
constructiorof alternatveswhicharecomparedIf so,aperceptuamechanisnmayneedo include
somethinganalogouso deliberatve mechanismghoughpossiblytailoredspecificallyto thetasks
andforms of representatiom thatmodeof perception.(This wastakenfor grantedin muchAl
visionresearchn the 1960sand1970s but laterwentout of fashion.)

14 Motivation

| have hintedthat nev motivescanbe generategsynchronouslyn differentpartsof the system.
How all thesemotivesaremanageds a comple topic thathasnot beeninvestigatednuchin Al°.

In psychologyand neurosciencel have the impressionthat much of the study of motivation,
emotionsandrelatedstatesand processedhasassumedhat humansare essentiallythe sameas
otheranimalssuchasrats. Thisassumptiomaybemisleading.Motivationalprocessem anagent
whosedeliberatve mechanismsanexplicitly representhelong termfuture may have significant
additionalcompleity comparedvith the processethatoccurin arat, for example.Canthelatter
feel humiliated,guilty, awe-struckor drivenby along termambition?

Agentsthat can learn throughpositive and negative reinforcementwill have their motivational
mechanismginked to their learningmechanismso that rewards and punishmentbring about
changes.Agentsthatalsoincludemeta-managementge. agentshatare capableof monitoring,
evaluating, and modifying high level aspectsof their own internal processeswill be capable
of having very abstracttypesof motivation that simply could not occurin agentswith simpler
architecturesfor instancethe desireto beanhonestandgenerougperson.

The three layers supportvery different sorts of mental processesincluding motivational and
emotionalbrocessegfactthathasnotbeemoticedamongemotiontheorists|eadingto aplethora
of differentdefinitionsof “emotion” andunrelatedheoriesof emotion,which appeato contradict
oneanotherbut areactuallytalking aboutdifferentthings. Our diagnosigs thatthosewho stress
emotionsbasedon the limbic systemandobsenablein ratsandmostotheranimalsare studying
effectsof thereactve layer Thosewho stressemotionssuchasapprehensiorgisappointmenand
relief, relatedto phasesn the executionof plans,are studyingeffects of the deliberatve layer.

By contrastpoets,novelistsand thosewho study emotionsinvolving loss of control of thought
processese.g. our work on grief and perturbance$l?]), are studyingprocessesvolving the
reflectve, or meta-managemetsayer.

Thereis much more to be said about motivation, moods, character personality and the like.

In particular requirementgor concurreng andindependencef varioussubsystemsanleadto

a variety of kinds of statesin which subsystemslisturb one anothey possibly producingless
than optimal global performance. Somehumanemotionalstates,including statesthat are too

sophisticatedo occurin rats,maybelik e that.

5Thoughsee[2] andreferencesherein.
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SomeAl researchergelieve that it should be the goal of Al to designagentsthat overcome
humanlimitations while displayingall their strengths. This may not be possibleif someof the
limitations areinevitable consequencesf the mechanismsndarchitecturesequiredto produce
thosestrengths.

15 Conclusion

| have tried to outline a methodologywhich takes accountof the existenceof niche spaceand

designspaceandtheir relationships.

| have alsotried to illustrate the applicationof this methodologyto the analysisof a particular
classof designsand niches,shaving how this might be achiered using an architecturewhich

(amongotherthings)hasreactve, deliberatve andmeta-managemenbmponentgatrio thatmay

correspondooselyto old andfamiliar conceptgrom philosophypsychologyandcommonsense).
What | have not doneis to spell out examplesof completeworking architectureso shov what

kinds of ontologiesfor mentalstatesand processeshey supportandhow well they canexplain

sophisticatedspect®f humanmentality Thisis ongoingwork.
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