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IS IT POSSIBLE TO PRODUCE
ONE TOOLKIT
WHICH MEETS ALL
REQUIREMENTS,
AND IF NOT WHY NOT?

We needto considerdiffer ent sorts of usesof toolkits:
BOTH

Engineering goalssuchasproducingintelligent robots,software
systemsand symbiotic human-machinesystems
AND

Scientificgoalssuchasunderstanding existing intelligent systems
and alsotrying to understandthe spaceof possibledesigns,
natural and artificial.

Brian Logan’s paper is concemedwith classifyingtypesof agent
systemswhereasl am more concemedwith classifyingthe issues
that arisein developingagentsystemsthough obviously the two
are closelyrelated.

The developmentissuesnclude:

e What sorts of things needto be put together?

e How many different waysare there of putting things together?
e What arethe reasondor choosingbetweenthem?

e Shouldindividuals be designed,or self-adaptedor evolved,
or..?



ANSWERSWILL OBVIOUSLY
DEPEND ON

(a) what is being assembledijncluding how complexthe individual
agentsare, what they have to interact with, etc.

(b) How well specifiedthe task is initially

(c) Whether further developmentwork may be required oncethe
systemis up and running

(d) What sorts of testingwill berequired.

(e) Whether the objectiveis to producea working tool, or to
explore designissuesand testtheories,e.g about humansor other
animals.

So:

e A generaltoolkit should not be committed to any particular
architecture.

e It shouldsupport a range of designand development
methodologies.

e It should allow the userto addresstradeoffs between:
e speed
e easeof developmentand testing
o flexibility

It may be possibleto producea configurable and extendable
toolkit supporting a very wide range of paradigmsby providing a
largelibrary of componentsfrom which developerscan select.



SCENARIOS WITH
RICH ONTOLOGIES
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We need to cope with scenarios involving concurrently active
entities, including agents which can communicate with one
another, agentsand objectswhich senseand reactto other things,
instruments which can act if controlled by an agent, “r eactors”
which don’t do anything of their own accord but canreactif acted
on (e.g a mouse-trap)and immobile locationsof arbitrary extents
and all sortsof relevant properties,including continuouslyvarying
heightsand other features.



APPROACHES TO DIVERSITY

e Toolsto supportthis diversity cannotbeexpectedo anticipate
all typesof entities, causaland non-causalrelationships,states,
processesgtc. which canoccur.

e Sousersshould be able to extendthe ontology asneeded.

e One approach uses axioms defining different classesand
subclasses.

e Another allows architecturesto be assembleddiagrammati-
cally.

e Another approachis the useof object oriented programming,
especiallywith multiple-inheritance.

Which is more usefulis lik ely to dependon other factors than
the nature of the ontology— e.g how well definedthe scenario
IS at the start.

E.g. our SIM_AGENT toolkit usesanobject-orientedapproach:
e Default classesre definedwith associatedmethods.

e Users can define new subclassesand extend or replacethe
methods.

e There is no fixed architecture: many different kinds
of architectures can be assembledbuilt out of interacting
concurrently active condition-action rulesets.



WHAT SHOULD BE
INSIDE ONE AGENT?
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Rectanglesepresentshort or long term databasespvals
representprocessingunits and arr owsrepresentdata flow.
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The toolkit shouldsupport agentswith various sensorsand motors
connectedto a variety of internal processingnodulesand internal
short term and long term databasesall performing various sub-
tasks concurrently, with information flowing in all directions
simultaneously

That still allows MANY variants.



REACTIVE AGENTS
HOW TO DESIGN AN INSECT?
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IN A REACTIVE AGENT:

e Mechanismsand spaceare dedicatedto specifictasks

e Thereis no construction of new plansor
structural descriptions

e Thereis no explicit evaluation of alternative structures

e Conflicts may be handled by vector addition, simplerules or
winner-takes-allnets.

e Parallelism and dedicatedhardware give speed

e Many processesnay be analog(continuous)

e Somelearning is possible: e.g tunable control loops,
changeof weightsby reinforcementlearning

e The agentcansurvive evenif it hasonly genetically
determined behaviours

e Cannot copeif environmentrequiresnew plan structures.

e Compensateby having largenumbers of expendableagents?

NB: DIFFERENT PROCESSINGLAYERS CAN BE SUPPORED: E.G. HIGH

ORDERCONTROL LOOPS




EMOTIVE REACTIVE AGENTS

EMOTIVE REACTIVE AGENT
perception action
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Somesort of “override” mechanismseemso be neededfor certain
contexts

AN ALARM MECHANISM:

e Allowsrapid redirection of the whole system

e suddendangers

e suddenopportunities

e FREEZING

e FIGHTING

e FEEDING

e ATTENDING (VIGILANCE)

e FLEEING

o MATING

e MORE SPECIFICTRAINED AND INNATE AUTOMATIC RESPONSES
Damasioand Picard call these“Primary Emotions”




REACTIVE AND DELIBERATIVE
LAYERS

TOWARDS DELIBERATIVE AGENTS
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IN A DELIBERATIVE MECHANISM:
e Motivesare explicit and plansare created
e New optionsare constructedand evaluated
e Mechanismsand spacearereusedserially
e Learnt skills canbetransferredto the reactivelayer
e Sensoryand action mechanismsmay produceor
acceptmore abstract descriptions(hencemore layers)
e Parallelism is much reduced(for various reasons):
e LEARNING REQUIRESLIMITED COMPLEXITY
e SERIAL ACCESSTO (PARALLEL ) ASSOCIATIVE MEMORY
e INTEGRATED CONTROL
e A fast-changingenvironmentcan causetoo many
interrupts, frequentre-directions.
e Filtering via dynamically varying thresholdshelps
but doesnot solve all problems.



REACTIVE AND DELIBERATIVE
LAYERS WITH ALARMS
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AN ALARM MECHANISM (The limbic system?):
Allowsrapid redirection of the whole system

e Freezingin fear

e Fleeing

e Attacking (to eat,to scare off)

e Suddenalertness(“what wasthat?”)

e Generalarousal(speedingup processing?)
e Rapid redirection of deliberative processes.
e Specialisedearnt responses

Damasio: cognitive processesrigger “secondary emotions”.
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SELF-MONIT ORING
(META-MAN AGEMENT)

Deliberative mechanismswith evolutionarily determined
strategiesmay be too rigid.

Inter nal monitoring mechanismamay help to overcomethis if they

e Impr ovethe allocation of scarcedeliberative resources
e.g.detecting’busy” statesandraisinginterruptthreshold

e Recordevents,problems,decisionstaken by the
deliberative mechanism,

e Detectmanagementpatterns, suchasthat certain
deliberative strategieswork well only in certain
conditions,

e Allow exploration of newinternal strategies,concepts,
evaluation procedures,allowing discovery of new
features,generalisations categorisations,

¢ Allow diagnosisof injuries, illnessand other problems
by describinginternal symptomsto experts,

e Evaluate high level strategies,relative to high level
long term genericobjectives,or standards.

e Communicatemore effectively with others,e.g by
using viewpoint-centred appearancego help
dir ectattention, or using drawings to
communicateabout how things look.
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AUTONOMOUS REFLECTIVE
AGENTS

META-MANAGEMENT
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META-MAN AGEMENT ALLO WS

e Selfmonitoring (of many internal processes)
e Selfevaluation
e Self modification (self-control)

NB: ALL MAY BE IMPERFECT

e You don't havefull accesdo your inner statesand processes
e Your self-evaluations may beill-judged

e Your control may be partial (why?)
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‘MET A-MAN AGEMENT"
PROCESSESMIGHT :

e Promotevarious kinds of learning and development
e Reducefrequencyof failur ein tasks
¢ Not allow onegoalto interfer e with other goals
e Prevent wastingtime on problemsthat tur n out not
to be solvable
e Rejecta slow and resource-consumingstrategy
if afaster or more elegantoneis available
e Detectpossibilitiesfor structure sharing amongactions.
e Allow more subtle cultural influenceson behaviour

ALARM MECHANISM CAN BE EXTENDED

e Inputs from all parts of the system
e Outputs to all parts of the system
e Fast (stupid) reactionsdri ven by pattern recognition

(Too complec to addto diagram:imagineanoctopuson onesidewith
tentaclesxtendinginto all the othersub-mechanismggetting
informationandsendingoutglobalcontrolsignals.Humansseemable
to learnto suppressomeof theseglobalsignals.We canalsolearnto
generatesomeof themvoluntarily, e.g. in certainkindsof acting.)

NOTE: In humansthere’'salsoa very complexchemical
infrastructur e with multiple subtle forms of long term and short
term control (e.g affecting mood, arousal,etc.).

Against Damasioand Picard: THERE COULD BE EMOTIONS AT A
PURELY COGNITIVE LEVEL — AN ALARM MECHANISM INTERRUPTING
AND DIVERTING PROCESSINGWITHOUT GOING THROUGH THE PRIMARY
EMOTION SYSTEM
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SOME REQUIREMENTS

Sub-componentof suchagentsmay act more or lessconcurrently
and asynchronously, e.g

® TAKING IN NEW PERCEPTWL INFORMATION,

e PROCESSINGNEW COMMUNICATIONS,

GENERATING NEW MOTIVES,

COMPARING MOTIVES TO DECIDE WHICH TO ADOPT AS INTENTIONS,
FORMULATING PLANS TO ACHIEVE INTENTIONS,

DECIDING WHETHERTO REVISE INTENTIONS,

EXECUTING PLANS, PERFORMINGACTIONS,

MONITORING ACTION PERFORMANCE

DECIDING WHETHERTO REVISE PLANS OR STRATEGIES

REVISING THEM!

GENERATING OR INTERPRETINGLINGUISTIC COMMUNICATIONS,
LEARNING OF MANY KINDS,

MONITORING AND EVALUATING INTERNAL PROCESSEYE.G.
PROBLEM SOLVING PROCESSESOR ATTENTION SWITCHING PROCESSES$,
e REVISING STRATEGIES ETC.,

e INTERRUPTING DELIBERATION TO ATTEND TO NEW INFORMATION OR
NEW MOTIVES, ETC.,

e PERFORMINGROUTINE TASKS NON-ATTENTIVELY, ETC. ETC.)

It would be nice to handle continuousmotion, but...
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INTERNAL COMPLEXITY

HIERARCHIC CONCURRENCY AND SPEEDCONTROL

The tools must alsosupport not only agentswhich act
concurrently and asynchronously, but alsocomponentswithin
individual agentswhich act concurrently and asynchronously, and
componentswithin components...

|.e. Discreteevent simulation systemsmust support a hierarchical
structure.

We needto be able to control relative speedsf differ ent
components(e.g to exploreresource-allocationstrategiesand
architecturesfor dealingwith problemsdueto resourcelimits, e.g
filters with interrupt thresholds,meta-management).

COMBINING METHODOLOGIES

Differ ent *types* of mechanismsare lik ely to berequired,
including rule-basedreactive systemsneural nets,parsers,
meaninggenerators,sentencegenerators,pattern-dir ected
associatve knowledgestores,low level image analysersmainly
crunching numbers, high level perceptual mechanismamainly
manipulating structur es,simulations of other agents,event-driven
and interrupt-dri ven modulesetc.

This in tur n imposesa requirementfor using differ ent kinds of
programming languageor specificationlanguagefor differ ent
subtasks.

It should be possibleto have differ ent sorts of agentswith
differ ent architecturesgearedto different tasksand requirements.
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LEARNING AND
SELF MODIFICA TION

INCREASING ARCHITECTURAL COMPLEXITY
INCREASES SCOPEFOR LEARNING AND
DEVELOPMENT WITHIN AN INDIVIDU AL

e The more componentsthere are,the more things there are that
might be impr oved either by being self-adaptingor via extermnal
mechanisms.

e The more componentsthere are,the more scopethere s for new
links to be added,or for links to be modified (e.g carrying richer
messages).

e The more sophisticatedthe agentthe more scopethereis for
impr ovementsbasedon developing newrepresentations.

ARCHITECTURAL CHANGE

Indi vidual agents,throughlearning or development,may needto
be able to modify *their own* architectures,either to simulate
biological processesf growth and development,or because
applications of artificial agentsrequire changesof competenceat
run time (e.g agentsextendingthemseheswith new"plug-in"
componentsat any level).

THERE ARE MANY TRADEOFFS

e Betweenhaving agents‘bor n” competentvs having them learn
for themselhes

e Betweenimpr ovementsthroughindividual learning and
developmentand impr ovementsthr ough socialdevelopments.

e Betweenhaving largenumbers of simple (and expendable)
agentsand having small numbers of larger and more
sophisticatedagents
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WE NEED TO EXPLORE MAPPINGS
BETWEEN DESIGN SPACE AND
NICHE SPACE
Betweendiffer ent designsand differ ent
setsof requirements

DESIGN SPACE

SO

NICHE SPACE

Arr owslinking designsand nichesdepictdiffer ent sortsof complex
“fitness” relationships (usually involving tradeoffs). Changesin
one designcan alter the niche of another, which in turn can lead
to designchanges,which alter the niche of the first. Interacting
trajectories in both spacegnay involve multiple feedbackloops.

DIFFERENT KINDS OF TRAJECT ORIES (somediscontinuous):
I-trajectories POSSIBLEFORAN INDIVIDU AL

e-trajectories POSSIBLEACROSSGENERATIONS

r-trajectories POSSIBLEFORAN “EXTERNAL” RERAIRER
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CHALLENGES FOR THEORISTS

e It seemdik ely that the sort of complexity outlined above will be
required evenin somesafetycritical systems.Can we possibly
hopeto understand suchcomplexsystemswell enoughto trust
them?

e Will we ever be able to automatethe checkingof important
featuresof suchdesigns?

e The designof systemsof suchcomplexity posesa formidable
challenge.Can it be automatedto any useful extent?

e Do we yet have goodlanguagedor expressingthe

*r equirements*for suchsystemge.g what does"coherent
integration" mean?What does"adapti velearning" meanin
connectionwith a multi-functional system?)

e Do we have languagesadequatefor describing *designs*for
suchsystemsat a high enoughlevel of abstraction for usto be able
understandthem (asopposedto millions of lines of low level
detail)?

e Will we ever understandthe workings of systemsof such
complexity?

e How shouldwe teachour studentsto think about suchthings?
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