
WHAT’S AN AI TOOLKIT FOR?
Aaron Sloman

http://www.cs.bham.ac.uk/˜axs/
A.Sloman@cs.bham.ac.uk

Schoolof Computer Science
The University of Birmingham

Including ideasfr om:

Brian Logan,

Riccardo Poli,

Luc Beaudoin,

Darryl Davis,

Ian Wright,

Peter Waudby

JeremyBaxter (DERA),

Richard Hepplewhite (DERA),

And various studentsand colleagues

OUR SIM AGENT TOOLKIT IS AVAILABLE
ONLINE

IN THE BIRMINGHAM POPLOG FTP DIRECT ORY

ftp://ftp.cs.bham.ac.uk/pub/dist/poplog/



IS IT POSSIBLE TO PRODUCE
ONE TOOLKIT

WHICH MEETS ALL
REQUIREMENTS,

AND IF NOT WHY NOT?

Weneedto considerdifferent sortsof usesof toolkits:

BOTH

Engineeringgoalssuchasproducing intelligent robots,software
systems,and symbiotic human-machinesystems
AND

Scientificgoalssuchasunderstandingexisting intelligent systems
and alsotrying to understandthe spaceof possibledesigns,
natural and artificial.

Brian Logan’spaper is concernedwith classifyingtypesof agent
systems,whereasI am moreconcernedwith classifyingthe issues
that arise in developingagentsystems,though obviously the two
arecloselyrelated.

The developmentissuesinclude:
� What sortsof things needto beput together?
� How many different waysare thereof putting things together?
� What are the reasonsfor choosingbetweenthem?
� Should individuals bedesigned,or self-adaptedor evolved,
or ...?
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ANSWERSWILL OBVIOUSLY
DEPEND ON

(a) what is beingassembled,including how complexthe individual
agentsare,what they have to interact with, etc.

(b) How well specifiedthe task is initially

(c) Whether further developmentwork may be requiredoncethe
systemis up and running

(d) What sortsof testingwill be required.

(e)Whether the objective is to producea working tool, or to
exploredesignissuesand test theories,e.g. about humansor other
animals.

So:
� A generaltoolkit shouldnot becommitted to any particular
architecture.

� It shouldsupport a rangeof designand development
methodologies.

� It shouldallow the user to addresstradeoffs between:
� speed
� easeof developmentand testing
� flexibility

It may bepossibleto producea configurableand extendable
toolkit supporting a very wide rangeof paradigmsby providing a
largelibrary of componentsfr om which developerscanselect.
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SCENARIOS WITH
RICH ONTOLOGIES

Object

Instrument

Reactor

Location

Agent

Mechanism

Communicate
Be sensed
Act on

We need to cope with scenarios involving concurrently active
entities, including agents which can communicate with one
another, agentsand objectswhich senseand reactto other things,
instruments which can act if controlled by an agent, “r eactors”
which don’t do anything of their own accordbut canreactif acted
on (e.g. a mouse-trap)and immobile locationsof arbitrary extents
and all sortsof relevant properties,including continuouslyvarying
heightsand other features.
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APPROACHES TO DIVERSITY

� Toolsto support this diversity cannotbeexpectedto anticipate
all typesof entities,causaland non-causalrelationships,states,
processes,etc. which canoccur.

� Sousersshouldbeable to extendthe ontologyasneeded.
� One approach uses axioms defining different classesand
subclasses.

� Another allows architectures to be assembleddiagrammati-
cally.

� Another approachis the useof object oriented programming,
especiallywith multiple-inheritance.
Which is more useful is lik ely to dependon other factors than
the nature of the ontology— e.g. how well definedthe scenario
is at the start.

E.g. our SIM AGENT toolkit usesanobject-orientedapproach:
� Default classesaredefinedwith associatedmethods.
� Users can define new subclasses,and extend or replacethe
methods.

� There is no fixed architecture: many different kinds
of architectures can be assembledbuilt out of interacting
concurrently activecondition-action rulesets.
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WHAT SHOULD BE
INSIDE ONE AGENT?

Rectanglesrepresentshort or long term databases,ovals
representprocessingunits and arr owsrepresentdata flow.

The toolkit shouldsupport agentswith various sensorsand motors
connectedto a variety of internal processingmodulesand internal
short term and long term databases,all performing various sub-
tasks concurrently, with information flowing in all dir ections
simultaneously.
That still allowsMANY variants.
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REACTIVE AGENTS
HOW TO DESIGN AN INSECT?

perception action

THE ENVIRONMENT

REACTIVE PROCESSES

IN A REACTIVE AGENT:
� Mechanismsand spacearededicatedto specifictasks
� There is no construction of newplansor

structural descriptions
� There is no explicit evaluation of alternativestructures
� Conflicts may behandledby vector addition, simple rules or

winner-takes-allnets.
� Parallelism and dedicatedhardwaregivespeed
� Many processesmay beanalog(continuous)
� Somelearning is possible:e.g. tunable control loops,

changeof weightsby reinforcementlearning
� The agentcansurviveeven if it hasonly genetically

determinedbehaviours
� Cannot copeif envir onment requiresnewplan structures.
� Compensateby having largenumbersof expendableagents?
NB: DIFFERENT PROCESSINGLAYERS CAN BE SUPPORTED: E.G. HIGH

ORDERCONTROL LOOPS.

7



EMOTIVE REACTIVE AGENTS

EMOTIVE REACTIVE AGENT

perception action

THE ENVIRONMENT

ALARMS

REACTIVE PROCESSES

Somesort of “override” mechanismseemsto beneededfor certain
contexts
AN ALARM MECHANISM:

� Allows rapid redirectionof the wholesystem
� suddendangers
� suddenopportunities
� FREEZING
� FIGHTING
� FEEDING
� ATTENDING (VIGILANCE)
� FLEEING
� MATING
� MORE SPECIFICTRAINED AND INNATE AUTOMATIC RESPONSES

Damasioand Picard call these“Primary Emotions”
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REACTIVE AND DELIBERA TIVE
LAYERS

TOWARDS DELIBERATIVE AGENTS

Variable
threshold
attention
filter

Motive
activation

Long
term
memory

perception action

THE ENVIRONMENT

REACTIVE PROCESSES

DELIBERATIVE PROCESSES

(Planning, deciding,
scheduling, etc.)

IN A DELIBERA TIVE MECHANISM:
� Moti vesareexplicit and plansarecreated
� Newoptionsareconstructedand evaluated
� Mechanismsand spaceare reusedserially
� Learnt skills canbe transferred to the reactive layer
� Sensoryand action mechanismsmay produceor

acceptmoreabstract descriptions(hencemore layers)
� Parallelism is much reduced(for various reasons):

� LEARNING REQUIRESLIMITED COMPLEXITY
� SERIAL ACCESSTO (PARALLEL ) ASSOCIATIVE MEMORY
� INTEGRATED CONTROL

� A fast-changingenvir onmentcancausetoo many
interrupts, fr equentre-directions.

� Filtering via dynamically varying thresholdshelps
but doesnot solveall problems.
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REACTIVE AND DELIBERA TIVE
LAYERS WITH ALARMS

Variable
threshold
attention
filter

Motive
activation

Long
term
memory

perception action

THE ENVIRONMENT

DELIBERATIVE PROCESSES

(Planning, deciding,
scheduling, etc.)

ALARMS

REACTIVE PROCESSES

AN ALARM MECHANISM (The limbic system?):
Allows rapid redirectionof the wholesystem

� Freezingin fear
� Fleeing
� Attacking (to eat, to scareoff)
� Suddenalertness(“what wasthat?”)
� Generalarousal(speedingup processing?)
� Rapid redirectionof deliberativeprocesses.
� Specialisedlearnt responses

Damasio: cognitiveprocessestrigger “secondaryemotions”.
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SELF-MONIT ORING
(META-MAN AGEMENT)

Deliberativemechanismswith evolutionarily determined
strategiesmay be too rigid.

Inter nal monitoring mechanismsmay help to overcomethis if they
� Impr ove the allocation of scarcedeliberative resources

e.g.detecting“busy” statesandraisinginterruptthreshold

� Recordevents,problems,decisionstakenby the
deliberativemechanism,

� Detectmanagementpatterns,suchasthat certain
deliberativestrategieswork well only in certain
conditions,

� Allow exploration of new internal strategies,concepts,
evaluation procedures,allowing discovery of new
features,generalisations,categorisations,

� Allow diagnosisof injuries, illnessand other problems
by describing internal symptomsto experts,

� Evaluatehigh level strategies,relative to high level
long term genericobjectives,or standards.

� Communicatemoreeffectively with others,e.g. by
usingviewpoint-centredappearancesto help
dir ect attention, or usingdrawings to
communicateabout how things look.
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AUTONOMOUS REFLECTIVE
AGENTS

Variable
threshold
attention
filter

perception action

Motive
activation

Long
term
memory

DELIBERATIVE PROCESSES

(Planning, deciding,
scheduling, etc.)

META-MANAGEMENT

processes
(reflective)

THE ENVIRONMENT

REACTIVE PROCESSES

META-MAN AGEMENT ALLO WS
� Selfmonitoring (of many internal processes)
� Selfevaluation
� Selfmodification (self-control)

NB: ALL MAY BE IMPERFECT
� You don’t have full accessto your inner statesand processes
� Your self-evaluationsmay be ill-judged
� Your control may bepartial (why?)
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“MET A-MAN AGEMENT”
PROCESSESMIGHT :

� Promotevarious kinds of learning and development
� Reducefr equencyof failur e in tasks
� Not allow onegoal to interferewith other goals
� Prevent wasting time on problemsthat tur n out not

to besolvable
� Rejecta slow and resource-consumingstrategy

if a faster or moreelegantoneis available
� Detectpossibilitiesfor structuresharing amongactions.
� Allow moresubtlecultural influenceson behaviour

ALARM MECHANISM CAN BE EXTENDED
� Inputs fr om all parts of the system
� Outputs to all parts of the system
� Fast (stupid) reactionsdri venby pattern recognition

(Toocomplex to addto diagram:imagineanoctopusononesidewith
tentaclesextendinginto all theothersub-mechanisms,getting
informationandsendingoutglobalcontrolsignals.Humansseemable
to learnto suppresssomeof theseglobalsignals.Wecanalsolearnto
generatesomeof themvoluntarily, e.g. in certainkindsof acting.)

NOTE: In humansthere’salsoa very complexchemical
infrastructur ewith multiple subtle forms of long term and short
term control (e.g. affecting mood,arousal,etc.).

Against Damasioand Picard: THERE COULD BE EMOTIONS AT A

PURELY COGNITIVE LEVEL – AN ALARM MECHANISM INTERRUPTING

AND DIVERTING PROCESSINGWITHOUT GOING THROUGH THE PRIMARY

EMOTION SYSTEM
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SOME REQUIREMENTS

Sub-componentsof suchagentsmay act moreor lessconcurrently
and asynchronously, e.g.

�
TAKING IN NEW PERCEPTUAL INFORMATION,

�
PROCESSINGNEW COMMUNICATIONS,

�
GENERATING NEW MOTIVES,

�
COMPARING MOTIVES TO DECIDE WHICH TO ADOPT AS INTENTIONS,

�
FORMULATING PLANS TO ACHIEVE INTENTIONS,

�
DECIDING WHETHERTO REVISE INTENTIONS,

�
EXECUTING PLANS, PERFORMINGACTIONS,

�
MONITORING ACTION PERFORMANCE,

�
DECIDING WHETHERTO REVISEPLANS OR STRATEGIES,

�
REVISING THEM!

�
GENERATING OR INTERPRETINGLINGUISTIC COMMUNICATIONS,

�
LEARNING OF MANY KINDS,

�
MONITORING AND EVALUATING INTERNAL PROCESSES(E.G.

PROBLEM SOLVING PROCESSESOR ATTENTION SWITCHING PROCESSES),
�

REVISING STRATEGIES, ETC.,
�

INTERRUPTING DELIBERATION TO ATTEND TO NEW INFORMATION OR

NEW MOTIVES, ETC.,
�

PERFORMINGROUTINE TASKS NON-ATTENTIVELY, ETC. ETC.)

It would benice to handlecontinuousmotion, but...
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INTERNAL COMPLEXITY

HIERARCHIC CONCURRENCY AND SPEEDCONTROL

The toolsmust alsosupport not only agentswhich act
concurrently and asynchronously, but alsocomponentswithin
individual agentswhich act concurrently and asynchronously, and
componentswithin components...

I.e. Discreteevent simulation systemsmust support a hierarchical
structure.

Weneedto beable to control relativespeedsof different
components(e.g. to explore resource-allocationstrategiesand
architecturesfor dealingwith problemsdueto resourcelimits, e.g.
filters with interrupt thresholds,meta-management).

COMBINING METHODOLOGIES

Different *types* of mechanismsare lik ely to be required,
including rule-basedreactivesystems,neural nets,parsers,
meaninggenerators,sentencegenerators,pattern-directed
associativeknowledgestores,low level imageanalysersmainly
crunching numbers,high level perceptualmechanismsmainly
manipulating structures,simulationsof other agents,event-driven
and interrupt-dri venmodulesetc.

This in tur n imposesa requirementfor usingdifferent kinds of
programming languageor specificationlanguagefor different
subtasks.

It shouldbepossibleto havedifferent sortsof agentswith
different architecturesgeared to different tasksand requirements.
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LEARNING AND
SELF MODIFICA TION

INCREASING ARCHITECTURAL COMPLEXITY
INCREASES SCOPEFOR LEARNING AND
DEVELOPMENT WITHIN AN INDIVIDU AL

� The morecomponentsthereare, the more things there are that
might be improvedeither by beingself-adaptingor via external
mechanisms.

� The morecomponentsthereare, the morescopethere is for new
links to beadded,or for links to bemodified (e.g. carrying richer
messages).

� The moresophisticatedthe agentthe morescopethere is for
improvementsbasedon developingnewrepresentations.

ARCHITECTURAL CHANGE
Indi vidual agents,through learning or development,may needto
beable to modify *their own* architectures,either to simulate
biological processesof growth and development,or because
applicationsof artificial agentsrequire changesof competenceat
run time (e.g. agentsextendingthemselveswith new"plug-in"
componentsat any level).

THERE ARE MANY TRADEOFFS
� Betweenhaving agents“bor n” competentvshaving them learn
for themselves

� Betweenimprovementsthrough individual learning and
developmentand improvementsthroughsocialdevelopments.

� Betweenhaving largenumbersof simple (and expendable)
agentsand having small numbersof larger and more
sophisticatedagents
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WE NEED TO EXPLORE MAPPINGS
BETWEEN DESIGN SPACE AND

NICHE SPACE
Betweendifferent designsand different

setsof requirements

NICHE SPACE

DESIGN SPACE

Arr owslinking designsandnichesdepictdifferent sortsof complex
“fitness” relationships (usually involving tradeoffs). Changesin
one designcan alter the niche of another, which in tur n can lead
to designchanges,which alter the niche of the first. Interacting
trajectories in both spacesmay involvemultiple feedbackloops.

DIFFERENT KINDS OF TRAJECTORIES (somediscontinuous):
i-trajectories POSSIBLEFOR AN INDIVIDU AL

e-trajectoriesPOSSIBLEACROSSGENERATIONS

r-trajectories POSSIBLEFOR AN “EXTERNAL” REPAIRER
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CHALLENGES FOR THEORISTS

� It seemslik ely that the sort of complexity outlined abovewill be
required even in somesafetycritical systems.Can wepossibly
hopeto understandsuchcomplexsystemswell enoughto trust
them?

� Will weever beable to automatethe checkingof important
featuresof suchdesigns?

� The designof systemsof suchcomplexity posesa formidable
challenge.Can it beautomatedto any usefulextent?

� Do weyet havegoodlanguagesfor expressingthe
*r equirements*for suchsystems(e.g. what does"coherent
integration" mean?What does"adapti ve learning" meanin
connectionwith a multi-functional system?)

� Do wehave languagesadequatefor describing*designs* for
suchsystemsat a high enoughlevel of abstraction for us to beable
understandthem (asopposedto millions of linesof low level
detail)?

� Will weever understandthe workings of systemsof such
complexity?

� How shouldwe teachour studentsto think about suchthings?
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