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Abstract. Many who give definitions of AI offer narrow views based either on their own
work area or the pronouncement of an AI guru about the scope of AI. Looking at the
range of research in AI conferences, books, journals and laboratories suggests something
very broad and deep, going beyond engineering objectives and the study or replication
of human capabilities. This exploration of the space of possible designs for behaving
systems (design space) and the relationships between designs and various collections of
requirements and constraints (niche space) is inherently multi-disciplinary, and includes
not only study of architectures, mechanisms, formalisms, inference systems, and the like
(aspects of natural and artificial designs), but also the attempt to characterise diverse
behavioural capabilities and the environments in which they are required, or possible.
The implications of such a study are profound: e.g. for engineering, for biology, for
psychology, for philosophy, and for our view of how we fit into the scheme of things.

1. Introduction
Many AI researchers and writers of text books (one exception being [14]) think of AI as
primarily a branch of engineering: an attempt to make machines that can perform difficult
tasks, some of which could previously be performed only by human beings, and possibly
some which not even human beings can perform. A striking example of the engineering
viewpoint is McCarthy’s recent paper [11] on giving robots self-consciousness, where he is
at pains to distinguish his objectives from those of modelling or replicating the human mind.
His is an important and worthwhile activity, and although it can and probably will contribute
to the broader activity, that is not his main objective.

There is a different view of AI as a very broad field of study, to which the engineering
activities can contribute as a subfield, and in which engineering techniques are crucial, though
the objectives are not all practical. This more general view of AI is not merely my subjective
preference, but can be abstracted from the range of topics and research activities to be found
in AI conferences, AI journals and AI laboratories. It can be roughly characterised as:

The general study of self modifying information-driven control systems,
� both natural (biological) and artificial,
� both actual (evolved or manufactured) and possible (including what might have

evolved but did not, or might be made at some time in the future).

2. The design-based approach to the study of mind
From this viewpoint, AI is the exploration of the space of possible designs for partial or
complete agents, and overlaps with Alife.1 This is more general than cognitive science, which

1This is one of several papers from the Birmingham ‘Cognition and Affect’ group, presenting the design-
stance view of a mind as a sophisticated self-monitoring, self-modifying control system: [25, 13, 5, 16, 17, 18,
19, 20, 28, 21, 22, 23, 24, 29]
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Figure 1: Mappings between design space and niche space

(A niche is a set of requirements. Mappings can vary in degree and kind of goodness.)

is normally restricted to the study of humans and other animals (e.g. [9]). Gardner’s book
([7]) postulates multiple forms of intelligence but restricts itself to forms that already exist.
Minsky’s approach in [12] is closer to ours.

The work of AI engineers is obviously relevant to this broad study insofar as they discover
techniques, concepts and principles that extend ideas that originate in laboratory or other
investigations of existing intelligent agents, whether humans or other animals. Engineering
ideas often play a useful role in understanding natural systems. An old example of a concept
relevant to both engineering and biology is ‘feedback’ (see [27]), though there are many
other cases. For example the task of designing aeroplanes has led to a deep understanding
of principles of aerodynamics and design tradeoffs that are also relevant to understanding the
differences in designs and capabilities of different birds.

Conversely, the study of natural intelligence, in humans and other animals, can give us
ideas that are relevant to the design of useful artefacts. This is particularly important when the
artefacts are intended to communicate with humans, act on human goals, use human criteria
for resolving conflicts and to deal with the unexpected in ways that are acceptable to humans.

3. Design space and niche space
One reason why the space of possible designs is so important is that no one design, whether
natural or artificial, can be understood fully if we don’t know what difference it would have
made had the design been different in various ways. Full understanding, therefore, requires
analysis of similarities and differences between actual and possible designs. However, there
is more to be studied than designs: designs fit into environments and tasks. The biologists’
notion of a ‘niche’ can be generalised as the notion of a set of requirements. Understanding
a design is in part a matter of understanding how it relates to a niche and understanding how
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Figure 2: Towards an Intelligent Agent Architecture

changing the design would change the niches that it fits well. An agent’s niche is not just its
physical environment: it includes, for instance, capabilities of other agents, of the same and
different types. Niches can evolve too. As designs and niches become more complicated they
correspond to smaller regions in the diagram, though a new design feature may be relevant to
a large region in niche space.

We need to explore the mappings between design space and niche space indicated
approximately in Figure 1. The figure oversimplifies in many ways, not least because there
is not just one design space nor a single niche space: both are describable at many levels of
abstraction. My colleague, Riccardo Poli, has suggested that one can see both diagrams as
horizontal slices through a terrain of varying contours. At a lower level there may be more
primitive and general mechanisms, applicable to a wide range of niches. At a higher level both
designs and niches become more specialised. In humans there are clearly many coexisting
levels of design: we share many capabilities with organisms that evolved much earlier, but
we can control, modulate, and deploy those abilities in far more ways (cf. [6]).

4. Architectures not algorithms
It is argued in [18] that the search for powerful explanatory architectures is more important
than the search for algorithms. Figure 2 indicates very loosely a sketchy high level design for
an architecture for a human-like intelligent agent, with many cooperating subsystems, some
of which, in the grey area, operate in a very ‘automatic’ fashion, whereas others, labelled as
‘management processes’ involve explicit consideration of alternatives, creation and evaluation
of options, and selection. A major difference between the two is that the management
processes need a representational capability which includes the power to represent things that
do not exist, e.g. possible futures and the actions that are not selected. This in turn is part of a
more general requirement to be able to store information for future use, to postpone action, to
abandon something strongly desired in favour of other more urgent or more important goals,

3



Several control
subsystems are also
linked in, e.g. posture
saccades, grasping,
motivation.

Partial view of a visual architecture

Different forms
of representation
are used by
differerent sub-modules.

Histograms giving
global information

visible surface descriptions

Intermediate databases
of image features

Other modalities:
touch, hearing,
smell, body
feedback, etc.

Images

Planning, learning, inferring,
deciding, monitoring, etc.

Scenes

Object or scene centred descriptions
of shape, motion, causal relations, etc.

Figure 3: Sketch of a visual sub-architecture

and so on. We are exploring such an architecture as a possible design solution to a collection
of requirements derived in part from analysing aspects of human mental life [5, 17].

As an illustration of the ways in which Figure 2 is too abstract, consider the detail missing
with regard to perception. An analysis of requirements for a perceptual architecture can be
found in [16], based in part on the ideas of Gibson [8], and suggesting the need for something
of the sort crudely indicated in Figure 3, which is intended to indicate many different levels
of analysis of interpretation, different processes simultaneously operating with different types
of representations, processing information concerned with different subject matter, e.g. low
level image features, more global image features, static features, dynamic features, visible
surfaces in the scene depicted by the image, other geometrical aspects of the scene (e.g. hidden
surfaces), causal relationships, other relationships, and more besides. This partly overlaps
with Marr’s theories [10], though he seemed to think the system would be more modular and
less labyrinthine. There are many other gaps in the diagrams.

In order to make progress, it is often useful temporarily to ignore some of the details,
as part of the process of understanding more global designs and design requirements. That
involves a study of what Bates and colleagues ([3]) call ‘Broad and shallow architectures’.
From an engineering standpoint these may be ends in themselves. From our standpoint they
are merely a useful transitional stage, while we struggle to find more of the missing parts of
the jigsaw puzzle.

Another view of the architecture is hinted at in Figure 4, which is intended to suggest
dynamic aspects of the design, (compare [15], [17]), namely the existence of different sorts
of control states, at different levels of control, with varying types of influence, different
life-spans and different degrees of ease of change. An exploration of design space would
include comparing (a) control hierarchies based only on the sorts of feedback loops which
control engineers study using partial differential equations involving a fixed number of
continuous variables, with (b) control architectures that include changing structures with
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varying complexity, such as plans and parse trees, some of whose changes are discontinuous.
For control mechanisms of type (b), new kinds of mathematics may be needed.

Our own work includes trying to see how much of that control hierarchy can be based
on a broad and shallow design of the sort indicated in Figure 2, in which the higher level
processes are far more like symbolic AI processes and the lower level, pre-attentive, processes
are more like spreading activation processes in networks. Both sorts could include a mixture
of symbolic and sub-symbolic processes.

5. Confusions to be avoided
There are many complications and many ways of misinterpreting this programme. For ex-
ample talk of studying ‘design’ can mislead people into thinking that the methodology involves
working only top down, from requirements through specifications to implementations. That
is not so, for designs can be studied and related to various niches, no matter how they were
discovered. Some are discovered by working up from lower level mechanisms, some by
exploring natural systems and some by trying to create new engineering solutions.

Talk of ‘design’ may suggest a concern restricted to practical goals and useful artefacts.
That is not so. A design is an specification for a working system, and understanding designs,
or classes of designs, is as much a part of general science as understanding physical laws and
their implications. People often fail to appreciate that there is a concept of ‘design’ which is
equally applicable to natural and to artificial phenomena: a design, in the sense intended here,
may be found in a plant or animal, even though there was no designer, at least no designer
with explicit goals, for evolution can be thought of as a designer.

Another common mistake is to assume that the design-based approach aims to find a
single design. The emphasis on spaces of designs and niches above, should explain why that
is too narrow. It must be admitted, however, that much work in AI merely aims to produce
a single design, and does not explore alternatives and analyse their impact on mappings into
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niche space. Sometimes this reflects practical concerns or funding limits, and sometimes
narrowness of vision.

Yet another confusion is based on the assumption that architectures must be physical. That
is not so, for much of the work of software engineers is concerned with designing ‘virtual’ or
‘abstract’ machines (e.g. software architectures) that are not physical, but are implemented
in physical systems. The relationships between virtual and physical components need not
be simple. For instance there may be far more ‘parts’ in a large sparse array in a virtual
machine than components in the physical implementation. This is a complex notion, and a
full discussion of it would lead into the analysis of the philosopher’s notion of supervenience,
and an analysis of the concept of causation: for I claim that events and processes in virtual
machines can have causal powers. (This is discussed further in [21]. See also [2] and
[26].) This paper cannot give a full account of the methodology: the bibliography includes a
selection of books and papers that implicitly or explicitly expand the ideas.

6. Conclusion
The design-based approach contrasts with the ‘blindly empirical’ approach of many psycholo-
gists, who merely seek correlations between observables, and with Dennett’s ([1]) ‘intentional
stance’, which, like Newell’s ‘knowledge level analysis’, has to presuppose that agents are
rational. One consequence of the design-based approach to the study of mind is that within
the framework of an architecture we can generate precisely defined concepts describing many
kinds of states and processes that can occur at the information processing level, just as
development of a theory of the architecture of matter generated new concepts of types of
stuff. In both cases, the new concepts will overlap to some extent with but will be far more
extensive, precise, and systematically extendable than ordinary pre-theoretic concepts. Thus
familiar notions like: ‘think’, ‘imagine’, ‘conscious’, ‘desire’, ‘enjoy’, ‘emotion’, ‘pleasure’,
‘pain’, ‘personality’, and many more, will either be shown to have a basis in the architecture,
or will be replaced by new architecturally grounded concepts. We shall then also be in a
much better position to discuss which of the concepts are and which are not applicable to
other organisms and machines with different architectures, and to ask more sharply defined
questions about evolution. The implications of all this are profound: e.g. for engineering, for
biology, for psychology, for therapy, for education, for philosophy, and for our view of how
we fit into the scheme of things.
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