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Abstract:

This paper anexpandedversionof a talk on love givento a literary society attempts
to analysesomeof the architecturalrequirementdor an agentwhich is capableof
having primary, secondaryandtertiaryemotionsjncludingbeinginfatuatedr in love.
It elaborate®nwork donepreviously in the BirminghamCognitionandAffectgroup,
describingour proposedhreelevel architecturgwith reactve, deliberatve andmeta-
managemeriayers),shaving how differentsortsof emotionsrelateto thoselayers.
Someof the relationshipsbetweenemotionalstatesinvolving partial loss of control
of attention(e.g. emotionalstatesinvolved in beingin love) and other stateswhich
involve dispositions(e.g. attitudessuchasloving) are discussedand relatedto the
architecture.

Thework of poetsandplaywrightscanbe shown to involve animplicit commitmento
thehypothesighatmindsare(atleast)informationprocessingngines Besidegoving,
mary otherfamiliar statesandprocessesuchasseeingdeciding,wonderingwhether
hoping,regretting,enjoying, disliking, learning planningandactingall involve various
sortsof informationprocessing.

By analysingthe requirementgor suchprocesseso occur andrelatingthemto our
evolutionaryhistory andwhatis known aboutanimalbrains,andcomparingthis with
what is beinglearntfrom work on artificial mindsin artificial intelligence,we can
begin to formulatenen anddeepetheoriesabouthow mindswork, includinghow we
cometo think aboutqualia, mary forms of learningand development,andresultsof
braindmangeor abnormality

But thereis much prejudicethat getsin the way of suchtheorising,and also much
misunderstandindpecausepeopleconstruenotions of “information processing’too
narrovly.
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1 Can machineshave emotions?

In February1998 | was invited to a literary society to talk on whethermachines
canlove. The presentatiorwasa mixture of philosophyof mind, literary quotations
on love, speculationabout evolution, theoreticalideasfrom Artificial Intelligence,
and conjecturesabouthumanminds. Later Kerstin Dautenhahrkindly invited me to
corvert my slidesinto a chapterfor this book. The resultis a collection of conjec-
turesaboutinformationprocessingnechanismsinderlyinghumanemotions,moods,
attitudesand other cognitive and affective states/ike love andgrief. | shall provide
somesketchyevidencethatbothcommonsenseandthework of poetsandplaywrights
involve animplicit commitmento aninformationprocessingnfrastructure However,
other things besideshealthyadult humanbeingshave minds, and different sorts of
mindsrequiredifferentsortsof informationprocessin@rchitectures.

If we analysdamiliar mentalstatesandprocessefoundin normaladulthumans,
and comparethemwith capabilitiesof infants,peoplewith brain damageor disease,
andotheranimalswefind evidencefor adiversearrayof architecturegachsupporting
andexplaining a specificcombinationof mentalcapabilities.This providesa broader
anddeepermxplanatorytheorythanis normally foundin philosophyor psychology It
also requiresgoing beyond the majority of Al projectsin consideringboth designs
for completeagentsand also compaative analysisof different sorts of designsas
suggestedh (Beaudoin& Sloman,1993;Sloman,1993;Mithen, 1996).

No amountof obsenation of the behaiour of any animalor machinecandeter
minethe underlyingarchitecturesincein principle ary lifelong setof behaiourscan
be produceddy infinitely mary differentinformationprocessing@rchitecturesWe can
attempto constrairourtheoriesby combininganumberof considerationssuchas:(a)
trade-ofs that caninfluenceevolutionarydevelopments(b) whatis known aboutour
evolutionaryhistory, (c) whatis known abouthumanandanimalbrainsandthe effects
of brain damage(d) what we have learntin Al aboutthe scopeand limitations of
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variousinformationprocessingrchitecturesl offer a brief andincompletereporton
a theorybasedon suchconstraints. The main conjectureis that humaninformation
processingmakes use of (at least) three different concurrentlyactive architectural
layerswhich evolved at differenttimes,which we sharewith otheranimalsto varying
degrees,and which, along with variousadditional supportingmodules,accountfor
different cognitive and affective states,as well as offering the hope of explaining
differentkindsof learninganddevelopmentgdifferentpossiblesffectsof braindamage,
and otherabnormalities. Suchan architecturecould give robotshuman-like mental
statesandprocesses.

Prejudiceaboutmachinesandinformationprocessingftengetsin theway of un-
derstandingandevaluatingsuchtheories sothat peopleignoresomerich explanatory
ideasdevelopedin thelastfew decadege.g.HerbertSimonsimportantideas(Simon,
1967)). | shallthereforesketchandcommenton the two main kinds of resistanceo
theseideas:doubtingandfearing.

2 Doubtersand fearers

Many peoplearescepticabboutor disturbedby theideathatrobotsor softwareagents
may oneday have thoughts feelings,hopesambitionsandthelike, or experiencehe
world aswe do. Someareinfluencedonly by evidence othersby fear, or dislike.

2.1 Doubtes: theperceivedgap

Many are doubtersbecausehey seethe limitations of existing computerbasedma-
chinesandsoftwaresystemsandcannotimagineary waysof overcomingthesdimita-
tions. They do notrealisethatwe arestill in theearly stagef learninghow to design
informationprocessingystems.

Existing Al systemsdo not yet have whaterer it takesto enjoy or dislike doing
something.They do notreally wantto do somethingor care aboutwhetherit succeeds
or fails, eventhoughthey may be programmedo give the superficialappearancef
wantingandcaring. The attemptsto replicateotheranimalabilities are alsolimited:
for example,visual and motor capabilitiesof currentartificial systemsare nowhere
nearthoseof a squirrelor nest-lilding bird, asl have arguedin (Sloman,1989).

Becauseof the hugegap betweemmachinesdevelopedso far andwhat animals
cando, somepeoplethink the gap cannever be bridged. That could turn out to be
correct,if, for instance the functioningof animalbrainsturnedout to requiresome
kind of mechanisnhatwe have notyet dreamedf. The questionis open.

It maybe possibleto corvince somedoubterdy (a) enhancingheirunderstand-
ing of the real but unobvious possibilitiesof information processingnachines,and
(b) deepeningheir understandingf our ordinary conceptsof ‘feeling’, ‘thought’,
‘desire’, ‘love’, etc.,in orderto revealhow our ordinary conceptsof mind implicitly
presupposeaninformationprocessingubstratum.

Oftendefenderof Al doonly (a). They try to remove doubtsby demonstrating
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sophisticatedhings computerscan alreadydo, and pointing out that their capabili-
tieswill be enhancedy fasterprocessor@ndbigger memories. That often fails to
corvince becauset doesnot addresghe natureof mentality Only by providing new
insightsinto mentalphenomen&anwe hopeto corvincerealdoubterghatprocesses
in computeranay oneday includefeelings,experiencesandthoughts.| shall sketch
anattemptto bridgethatgapbelow.

2.2 Fearers: thelongedfor gap

Somewho rejectthe ideathatrobotsandvirtual agentscanthink andfeel simply do
not like the ideaof machineqasthey construethem)ever beingso muchlike us.
They maydislike it for mary reasonsincludingfearof machinegakingcontrol(asin
mary sciencdiction novels)or moresubtlybecausdik e Weizenbaun{1976)they fear
thatsomehav humandignity is threatenedf ‘mere machinesturn out to be capable
of all theinterestingandimportantmentalprocessefor which we valuehumans.

This kind of ontologicalneurosigexcessve concernaboutthe placeof humans
in the overall schemeof things)lay behindat leastsomeof the oppositionin the past
to the Copernicartheory which pushedus from the centreof the universe,andto the
Darwiniantheoryof evolution, which blurredcherishedboundariedetweenhumans
andotheranimals,a continuingconcernof mary researchergto animalcapabilities.

In thispaper ignorethefearerswho dislike theideathatrobotswill onedayturn
outto belik e us. Dealingwith suchworriesrequiresmorethanargument.Pointingout
thatintelligentmachinesouldhardlydo morehorriblethingsto humanghanhumans
do to oneanotheris unlikely to help. | shall alsonot discusstheologicalobjections,
sincel think they arebasedn falsepremisses.

2.3 Askhow notwhether

Whethermachinescan think, feel, care,hope, learn, have emotions,etc. is notin
guestionfor humansaremachinesthoughnot artefacts.Whatsortsof machines?

3 Four kinds of machines

Thereareat leastfour kinds of machinesknown to scienceandengineeringThey are
not mutually exclusive: the samething canbein two or morecateyories.

(a) Machineswhich manipulateforceandeneny.
Theseancludemary machineshatpeople(andsomeanimals)hase madefor centuries,
includingmary kindsof tools.

(b) Machineswhich manipulatematterby reorganisingit.
Theseincludediggers,lawn-mowers,nut-craclers,looms,moulds,andalsochemical
andbiological mechanismsvhich decompos@andreomganisematterat the atomicor
molecularevel, for instancan productionof solvents,detegentsdrugs.etc. Everybi-
ologicalorganismbothtransformdorcesandenepgy andalsousesmattertransforming
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machineswhich take in nutrientsand manufcturetissues,hormones,blood cells,
sperm,andsoon. Many physicalmachinesaresimultaneouslyf types(a) and(b).

(c) Machineswhich transformphysicalstate
Theseincludeovens,forges,andmary machinesn chemicalplants.At the molecular
level they canbeviewedasa specialcaseof (b).

(d) Informationmanipulatingmadines.

Theseacquire, create, store, transform, manipulate,use and transmitinformation.
Exactlywhatthis meangs a very subtleandcomplicatedopic, discussedh (Sloman,
19964a;Sloman,1996b). Information manipulatingcapabilitiescannotexist without
beingimplementedn a physicalmachine.In philosophersjargon, information pro-
cessingcapabilitiesaresupervenienbn physicalcapabilities.

Organismsare not simply machineswhich manipulateforcesand enegy, and
transformmatter: they are alsoinformationprocessingnachines.However, thereis
muchdiversity They obtaininformationfrom theervironmentin differentways,store
it, useit, transformit andcommunicaten differentways. They alsodealwith different
kindsof information. An earthworm hasneithertheneednortheability to know where
Parisis, or how to multiply two numbers.

Humansdependon a mixture of mechanismslealing with different sorts of
information, processedn diverseways, including sensingthe ervironment,learning
a languageabsorbinga culture,generatinghew goals,makingplans,evaluatingand
selectingplans,learningskills, learninggeneralisationsandmary more. As Wiener
noted,mary of theseprocessesre primarily concernedvith control, e.g. control of
attention.

Many peoplethink of ‘information processingasrestrictecto computersnanip-
ulating bit-patternsin rigidly programmedvays, e.g. (Rose,1993). This canlead
to spuriousargumentsagainstinformation processingmodelsof minds, or brains.
We requirea broadernotion of ‘information processing,asusedby mary software
engineersbiologists,andsomebrainscientist{e.g. Damasio, 1994).

3.1 Poetsonlove

| shalltry to shov how being an information processois involved in mary mental
states.e.g. loving andfearing. For instance Shalespearavasimplicitly alludingto
featuresof aninformationprocessingystemwhenhewrote:

LOVE ISNOT LOVE

WHICH ALTERS WHEN IT ALTERATION FINDS
Thisimpliesthatloverscanfind alterationj.e. perceve changesn lovedones.Finding
alterationoften diminishesor wipes out love and trust. Yet a commonthemein
literatureis thattruelove is not so easilychanged|t is resistanto commonforms of
information processingincluding discovering disappointingfactsaboutthe beloved.
Thusin love, somecontrol statesare unusuallyresistantto being changedby new
information. Thereare mary relevant entrieson love in the Oxford Dictionary of
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Quotations,including humorouspoetrywhich alludesimplicitly to information pro-
cessingnechanismdor instancevhenSir JohnSucklingjokesaboutthe oft claimed
constang of love:

OUT UPON IT. | HAVE LOVED,

THREE WHOLE DAYS TOGETHER

AND AM LIKE TO LOVE THREE MORE,

|F IT PROVE FAIR WEATHER
Of course,l am not claiming that such authorshad clear ideasaboutinformation
processingthoughaspect®f thechemicalnfrastructureof ourinformationprocessing
areoftenacknavledgede.g.whenCalverly wrote:

THE HEART WHICH GRIEF HATH CANKERED

HATH ONE UNFAILING REMEDY — THE TANKARD
| shalltry to show thatsomeof theinformationprocessingapabilitiesof mostinterest
to usin our sociallife (including the ability to be in love) dependon aspectof our
architecturewhich evolved recentlyand are probablynot sharedwith mostanimals,
except perhapsother primates(though| am not sure). We also have much older
information-basedontrolmechanismsvhich aresharedvith mary otheranimalsand
which areeasierfor brainscientistgo study(LeDoux, 1996). Theseexplain someof
our moreprimitive emotions asexplainedbelow.

| shallnotattemptto provethatwe areinformationprocessingnachinesbut will

merelytry to explainin whatsenseave are,with illustrationsof informationprocessing
capabilities. The ultimatetestof theideawill be our ability to develop moredetailed
theorieswhich are betterableto explain the full rangeof humanandanimal mental
capabilitiesthanrival theories. Thatwill take sometime!

3.2 Clusterconceptsannotbe definedprecisely

Somereaderamay hopefor definitionsof termslik e information processingmental
process consciousnesemotion love However, eachof thesedenotesa large and
ill-defined collectionof capabilitiesor features.Thereis no definitecollectionof nec-
essanor sufficientconditions(nor ary disjunctionof conjunctionsthatcanbeusedto
definesuchterms.Thefeaturesandcapabilitiesnvolvedin mentalityor consciousness
or emotionscanbe presentor absentin differentcombinationsjn differentanimals,
in peopleat differentstagesof developmentor after braindamage (And, someof us
claim, alsoin future robots.) Suchconceptscanbe describedas ‘cluster concepts.
(Compareamily resemblanceonceptsliscussedn (Wittgenstein, 1953)).

If emotionis a clusterconceptit is a mistake to ask how it evolved, what its
functionis, whatits neuralcorrelatesare, etc.,for thereis no definiteit to which the
questiongelate. (The sameappliesto consciousnesk | shallillustratethis below in
relationto emotiondy shaving how differentarchitecturesuppordifferentsubset®f
thelooselydefinedclusterof featuresassociateavith our ordinarynotionof emotion

However, if thephenomenareall relatedto somegeneralunderlyingprinciples,
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suchas principlescommonto differentinformation processingarchitecturesthenit

may be possibleone day to defineprecisenew technicalconceptsn termsof those
principles.E.g. below | shall(partially) define‘tertiary emotion’in termsof atype of

architecture Suchnew theory-basedonceptsareoftenlooselyrelatedto pre-scientific
clusterconceptswhich inspiredthe new theories. This hashappenednary timesin

the history of science,including refinementof our pre-scientificconceptsof kinds
of stuff, of kinds of animals,and kinds of chemicalprocesses.It is only after we
have deepexplanatorytheoriesthat precisedefinitionscan be given. Unfortunately
we unwittingly deceve ourselesinto thinking that we startwith clear and precise
conceptsge.g. of experience emotion etc. Likewise peoplethoughtthey hada clear
andpreciseconceptof simultaneity until Einsteinexposedhe problems.

4 The sorts of machineswe are

Until recentlythe only significantinformation processingnachinesvere organisms.
However, sincethe middle of the 20th century our understandingf and ability to
createnew kindsof artificial informationprocessingnachineasacceleratedapidly,
thoughthe scienceis still in its infang/, andwe have muchto learn. In this andthe
next two sectionsl shall elaboratefirst in very generalterms,thenin more detalil,
aninformation-processingnodelof mind. | assumehatwe are physical,chemical,
biologicalandinformationprocessingnachines:

- rootedin carbon hydrogenpoxygen,nitrogen,iron andotherphysicalstuf,
evolvedthroughmillions of yearsof exploration,

partly revealingour historyin our design,

grown in wombs,cots,playgroundsandcultures,
acquiring,storing,transformingandusingeneny,
acquiring,storing,transforminganddiscardingmatter
acquiring,storing,transformingandcommunicatinginformation,
usinginformationin mary ways,including sensinggdeciding,doingandfeeling,
writing poems playsandnewspaperreports,

providing the stuff to write about,

- deceving oursehesthatwe areunique,

- oftenwantingthetruthto beTHUS ..., ratherthanwantingto know whatthetruth is!

4.1 Butwearenot‘just’ madines

We are machinesbut we are not just or mee machinesary more than computing
systemsare. Computingsystemsare certainly information processingnachinesput
they canalsobe personalassistantsfactory controllers,tutors, translators planners,
network managersautomaticpilots, theoremprovers. Beware the nothing buttery
fallagy: thetemptationto concludethatsomethings ‘nothingbuta......

A systemmaybedescribablaisinga certainontologywithoutthatbeingall there

is to thesystemgvenif thedescriptions completeatthatlevel. Thepeople buildings,
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transportmechanismsgtc. in alarge city can(in principle) bedescribedn very great
detail usingthe languageof physicsandchemistry But that doesnot meanthereis
nothing else,for therewill probablyalsobe crime, poverty, jobs, salariesand laws,
obligations,contractsandknowledge. Moreover thesenon-physicakntitiescanhave
importantcausalpowers,despitethe causalcompletenessf the physicallevel.

In philosophers jargon (explained at lengthin (Chalmers,1996)), mary non-
physicalentities,lik e crimeandpoverty, are‘supenenient’onthe physicalinfrastruc-
ture. But that doesnot stopthembeingreal and causallyefficacious. Poverty really
can causecrime and in doing so it can causephysicalevents,like TV setsmoving
throughbroken windows and knives or bullets throughskin. Likewise eventsin an
information processingvirtual madine cancauseeventsin a physicalmachine:for
instancechangeon a computerscreenmovementsof a robot, the safelandingof an
airliner, andtemperatureontrolin a hospitalintensve careward.

If aphysicaldescriptiorof asystems completeatits own level peoplesometimes
infer that the systemis ‘nothing but’ a collection of atoms, molecules,etc.. This
is the ‘nothing buttery’ fallagy. An oceanwave might seemto be nothing but a
large collection of moleculespartakingof roughly vertical or circular motion at a
fixedlocation,but thatignoresthelarge scalehorizontalmotionandforceswhich can
have suchdestructve effectswhenthey hit the shore. Interactionsbetweenevelsin
informationprocessoraremoresubtle: physicaleventscausevirtual machineevents
andsomevirtual machineeventscausephysicalevents.

Somemulti-level systemsare much harderto understandecausehey are so
subtleand comple, andbecausave have not yet learntthe conceptsaandtechniques
requiredfor thinking abouthow they work. Trying to describepreciselythe relations
betweenminds and brainsmay be prematureat present,if we do not yet have suf-
ficiently rich and subtle concepts. It is much easierto startfrom systemswe have
designedAfter developingconceptuatoolsfor explaininghow they work we maybe
ableto extendthosetoolsto dealwith morecomplex cases.

We understandhow atypical computingsystemcontainsseverallevelsof virtual
machineswithin which causalnteractionsoccurbetweennformationstructuresPro-
cessesuchasreformattinga documentpr finding a logical proof, or interpretingan
image,arerealandefficacious eventhoughatalowerlevel thecomputeiis completely
describablen termsof its digital electronics At a still lower level quantumphysicists
useyet anothersetof concepts.Maybe physicistsof the future will find something
evendeeperBut thatneednot affectthereality of thelevelswe now know.

To take ary particularlevel andsay: thereis really nothingbut thatis to impose
arbitraryconstraintonwhatis real. We cannotignorethe existenceandcausapowers
of poverty andcrime. (Thoughsomepoliticians may find it tempting.) Likewise a
partially completedoroofin a machineis real,andcancausebothinternalprocessing
eventsandexternalphysicalevents(onascreengventhoughno physicistor electronic
engineeicould obsene or measurehe proof.
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Lack of understandin@f informationprocessingirtual machinesaandhow they
canbeimplementedn physicalsystemdhasled mary philosopherandtheologiango
assumehat thoughtsandfeelingsmustinherein somenon-physicakind of mecha-
nism, sometimescalleda soul, or spirit, which canexist without any physicalimple-
mentation.Gilbert Ryle scornfully labelledthis ‘“The ghostin the machine’.His 1949
bookhadimportantideasaboutinternal,unobserable,informationprocessinge.g.in
his chapteron imagination. But he lacked our conceptuatools, andasa resultwas
wrongly interpretedasa behaiourist, derying the existenceof the mental.

4.2 e are multi-levelinformationprocessos

Althoughwe have physicalarchitecturesve arenot‘mere’ physicalmachinesWe also
have informationprocessingrchitecturesimplementedn our physicalarchitectures.
Likewisewe arenot‘mere’ informationprocessorsincewe arealsoparentsteachers,
criminals,lovers,scientistsetc. Thesefeaturesandrelationshipsaareimplementedn
ourinformationprocessingapabilitiesn combinationwith a socialcontext.

Information processingncludes: sensingthe ervironment,interpretingsensory
information,modifying storedinformation(beliefs,desiresjntentions plans,skills) in
the light of new information, generatinggoalsby variousmeans(someinnate,some
learnt, someunconscioussomeconscious),jnventing nenv options(thingsto do, to
make, to look for...), consideringand evaluating options, selectingamongpossible
actions,wonderingaboutconsequenceseconsideringprevious decisionsandmuch
more.Analogouscapabilitiesexist in sophisticatedjameplayingmachines.

Humansalsoenjoy someactvitiesanddislike others(sometimesjletectourown
stateganger puzzlementhope,...), evaluateour own thoughtsandreasongasselfish,
unproductve, altruistic, creatve, foolish, etc.), feel ashamedguilty, fearful, excited,
andbecomeself-satisfiedinfatuatedpbsessedgcstatic,.. Will Al systemsever have
all thesecapabilities? seenoreasorto doubtthepossibility (or evento fearit). Some
counterargumentsseemto be born of dislike of the idea (a ‘longed for gap’) rather
thandeepanalysisof whatit is to enjoy somethingor beinfatuated.

Not all animalscando all thosethings. Not all humanscando themall: very
youngchildren,andpeoplewhosebrainsareeithergeneticallyflawed or damagedy
accidentor diseasemaylack someof theseabilities. We needto understanavhy.

4.3 Longingasatertiary emotion

Consideran example: Why cant a goldfishlong for its mother? Longing for one’s
motherinvolvesatleast:(i) knowing onehasa mother (ii) knowing sheis notpresent,
(i) understandinghe possibility of beingwith her, and(iv) finding her absencein-
pleasantTheseall involve possessingndmanipulatingnformation,e.g. aboutmoth-
erhood,aboutone’s own mother aboutlocationsandchangeof location,andaboutthe
desirabilityof beingcloseto one's mother

Thoseconditionsdo not suffice. If someonen Timbuctu whosemotheris in
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Montreal satisfiesconditions(i) to (iv) but hardly ever thinks abouthis mother and
simply getsonwith hisjob, enjoys his sociallife, andalwayssleepssoundly thenthat
is not a caseof longing. He may regret herabsencdan attitude),but he doesnotlong
for her (anemotion). Longing for someonaequiressomethingmnore,namely(v) not
easilybeingableto put thoughtsof thatsomeoneout of one’s mind. Thoughtsof the
longedfor onewill returnwilly nilly. (Thoughperhapsotin mild longing!) Thisis
notjustamatterof definition: it is afactthatsomehumanmentalstatesnvolve partial
lossof controlof attention.

You cannotlose whatyou have never had. So a requiremenfor beingin such
a statesis having the ability sometimedo control what one is thinking of and also
beingablesometimedo losethatcontrol. This presupposeaninformationprocessing
mechanisnsomepartof which cancontrolwhich informationis beingprocessedyut
which is not alwaysin total control. Deeplonging for one's motherinvolves partly
losing control of thoughtprocessesa perturbantstate. An incompletegraspof these
ideasgivesrise to a confusednotion of freewill which appearso somepeopleto be
inconsistentvith causatior(contrastFranklin,1995).

| call theseperturbantstatestertiary emotions’,asexplainedbelon. Otherex-
amplesare anger(Sloman,1982), grief (Wright, Sloman& Beaudoin,1996), guilt,
jealousy excited anticipation,infatuationand mary others. We shall seebelow that
suchperturbantstatesarisein an architecturewherea high level control mechanism
sometimedosescontrol. Thatcapabilityis not oneof its functionsbut is a sideeffect
of otherfunctions. Suchstatescould alsooccurin someintelligentrobots(Sloman&
Croucher1981).

4.4 Whatsortof architectuie could supportbeingin love?

Therearemary otherstateswhich characteristicallynvolve partiallossof control of

attention.Thisis oneof thedifference$etweerioving someoneandbeingin love.
Xisin lovewith Y IMPLIES X'sthoughtsare constantlydrawnto Y

Love in generalis an attitude and neednot be emotional: You canlove membersof

your family without constantlydwelling onthem. You canalsolove your country love

the organisatiornyou work for, love football, love the musicof Mozart, without ary of

theseconstantlyfloodingyourthoughts.

Loving your country doesnot involve thinking aboutit mostof the time, but
only whensomerelevantinformationor decisionturnsup. The restof the time the
love is just oneamongmary dormantdispositions- but real all the same. Beingin
loveis not so passve: thoughtsof the belovedwill returnwhenthereis no particular
reason.In extremecaseginfatuation)it may be very difficult to think aboutanything
else. Likewise in extremegrief. However, even extreme emotionscan temporarily
becomedormantwhile someurgentandimportanttask, or a gripping movie, holds
ones attention. To explain all this we needto understandhe underlyinginformation
processin@rchitecturevhich makesattendingandthinking possibleat all, andwhich
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accountdor the possibility of redirectionof attention. Explaininghow we canlose
controlof our thoughtdirst involvesexplaininghow we canhavecontrol.

5 Architectural layers
5.1 Anarchitectue explainsa collectionof statesandprocesses

A particularinformation processingarchitecturewill supportsomestatesand pro-
cesseshut not others. Someproblem-solvingprocessesequire an architecturein-
cluding a procedureinvocationstack, providing an ordered‘'memory’ of unfinished
procedures.A condition-actionrule interpreterwith no explicit stackmakesit hard
to implementstratagyies requiring deeply nestedactions, althoughit provides good
supportfor opportunistianformationprocessingAn architecturavhichincludesboth
a stackandmechanismsor explicitly inspectingor changingits contentswill beless
restrictve thanonewithout.

An architecturen whichthereis alwaysonly oneprocessactive makesit hardto
implementself-monitoringandself-control, whereasnarchitecturesupporting(phys-
ical or virtual) concurrenprocessemakesit easierffor oneprocesdo inspectthe state
of anotherandinterruptor modulateit, e.g.if loopingis detected.

An informationprocessingrchitectureexplainsa variety of statesandprocesses
somevhat asthe atomictheory a theoryof the architectureof matter generatesand
explainsavariety of typesof physicalelementsandchemicalcompounds.

Our knowledge of information processingarchitecturess still very primitive.
Studyingawider rangeof architecturesvill extendour ability to explain how different
collectionsof competenceare possible.Eacharchitectureprovidesa framework for
generatinga family of descriptve and explanatoryconcepts.We canexpectto find
differentarchitecturesn differentsortsof humangincludinginfantsandpeoplewith
braindamageetc.),differentsortsof animalsanddifferentsortsof artificial agents.

5.2 Aconjectuedarchitecture for adulthumans

Within an architecturewe candistinguishperceptuakubsystemsmotor subsystems
and more centralmechanismsl conjecturethatin adult humansall of theseconsist
of layerswith differentlevels of sophisticationwhich evolved at differenttimes,and
which aresharedwith differentnumbersof otheranimalspeciesandexplain different
aspectof humanmentality for instancedifferenttypesof emotions. The layersact
in paralleland both cooperateand competewith eachother The different‘layered’
capabilitiesn sensoryandmotorsubsystemevolvedto work with thedifferentcentral
layers.All thishassomesimilaritiesto mary othertheoriesg.g.(Craik,1943;Minsky,
1987;Damasio1994;Dennett,1996;Mithen, 1996).

5.3 Threetypesof sub-achitecture

The centrallayersare (1) a very old reactivelayer, foundin all animals,including
insects),(2) a morerecentlyevolved deliberative layer, foundin varying formsin a
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subsetof otheranimals,(3) an even more recentlyevolved meta-mangementlayer
providing self-monitoringandself-control,perhapgound only in otherprimates,and
probablynotin veryyounghumaninfants.l.e. thearchitecturef anadulthumanis not
presenttbirth, but resultsfrom aboot-strappingrocessEachlayeris a collectionof
cooperatre sub-mechanismsombiningto performa collectionof internalor external
functions.Additional modulessupportor modulatethethreemainlayers:

(a) Oneor more global alarm systemsable to detectpatternsrequiring rapid global
reoiganisatiorof internalandexternalbehaiour. Comparethe interruptmechanisms
discussedby Simon (1967) Oatley and Johnson-Laird(1987), and the role of the
amygdalan thetheoriesof LeDoux(1996),Damasio(1994).

(b) Associatve content-addressabieformationstores essentiafor ‘what if...” delib-
erationsandfor predictingwhatis likely to happemext (Craik, 1943).

(c) Mechanismsgenerating,comparing,selectingand prioritising motives (Simon,
1967;Slomané& Crouchey1981;Beaudoin,1994;Beaudoin& Sloman,1993).

(d) Global quantitatve and qualitatve control subsystemsvhich accountfor mood
changesgdifferencesetweenwaking andsleep,typesof arousal.etc. Someof these
global controlsin brainsuse chemicalmechanismsbut similar functions might be
implementedlifferentlyin artificial agents.

5.4 Layeedperceptualandmotorsystems

Perceptuamechanismsieedvarying degreesof sophisticationfor their tasks. The
contritution of vision to posturecontrol usesrelatively simple optical flow detec-
tion. Segmentationand recognitionof objectsin a scenerequiresmore global and
knowledge-baseg@rocessingSeeingaroomfull of peopleasa ‘party’ or a‘seminar’
or as‘highly chaged’ requiresar moreabstracandsophisticatedlormsof processing.
Learningto readtext or sight-readmusic involves different collectionsof layered
abilities (Sloman,1989).

Someaction mechanismare old and relatively primitive, suchas contracting
musclesyraisingor loweringa leg, clampingjaws shut. More abstractctionsinvolve
considerablesensori-motorcoordinationsuchaspicking up a large, heary, unwieldy
and unfamiliar object. Someactionsusetools as an extensionof the body, suchas
parkinga caror feelingthe shapeof a hole with a probe. Therearealsosemantically
veryrich actionssuchasutteringa sentenceplayingamusicalphraseontheviolin, or
makingcourtly gesturesThe ‘layering’ of sensoryandactionsystemss obscuredyy
thinking of suchsystemsonly asinputandoutputtransducers.

5.5 Evolutionby copyingand modifying

Someof the mechanismsnight have evolved from simplermechanismsia the com-
mon biological processof copying thenmodifying. For instancedeliberatve mech-
anismsusedfor planningrequire an associatre store of information aboutactions
possiblein varioussituationsand their consequencesThis might have evolved by
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copying an older reactve associatiormechanism. The nev mechanisminsteadof

merelyreactingto its input by producingcontrol signals(‘do this next’) might have

answeredwhat if’ questionsaboutpastactions,aspartof a learninganddelugging

mechanismLaterit couldanswerwhatif’ question@boutfutureactions.(Or perhaps
planningcamefirst?)

All thisrequiresanability to synthesisdaypotheticalcontext descriptiongo feed
into the memory insteadof usingonly currentsensoryinformationto drive it. That
might have resultedfrom earlierdevelopmentgproducinghigh level perceptuamech-
anismsableto createabbreviatedabstractdescription®f externalobjectsor situations.

Suchdevelopmentscould involve multiple evolutionary stages,not yet under
stood.Perhaps self-monitoringmeta-managememechanisnwasevolvedby copy-
ing the globalalarmsystemandthenchangingts actwities, includingmakingit more
amenableo rule-basedcontrol, and allowing it to usedeliberatve strategies. This
would be muchslower andmoreflexible thanan alarmsystem.Moreover, with rule-
learning,it canimproveitself, andbeinfluencedby a culture.

5.6 Differentlayers explain differentsortsof emotionalprocesses

We candistinguishat leastthreemajor categoriesof emotions explainedby thethree
sortsof processindayers.

(1) Primary emotiong Damasio,1994; Picard,1997). Theseare primitive emotional
states(like being startled, terrified, sexually stimulated)basedon the old reactve

layer and global alarm systemsharedwith mary otheranimals. Patternsin sensory
inputsaredetectedy theglobalalarmsystemwhichrapidly sendsoutawide rangeof

controlsignals,somecausingphysiologicalchangegroducingor preparingor action.

Compareaobotsprogrammedo ‘freeze’ assoonasa humangetsdangerouslylose.

(2) Secondaryemotions Thesestates(like being anxious, apprehensk, relieved,
pleasantlysurprised)are generatedn the deliberatve layer, in which planscan be
createdand executed,risks noticedin advance,progressassessedsuccessietected,
etc. They dependonthe ‘whatif’ representationatapabilitiesprovided by a deliber
ative mechanism.Someemotions(like relief that an accidentwas avoided) require
counterfctual information aboutthe past (what might have happened). An alarm
systemdetectinga featureor patternin the contentsof currentthoughtsor problems
canbetriggeredto producea rapid globalreaction,or changeof state(e.g. producing
nenwousnessand therebymore attentionto detail, raisedinterrupt thresholds,more
cautiousmovements,etc.). Detectionof successpr recedingdangercould trigger
reversionto a morenormalstate asin relief.

Damasiocalls emotionstriggeredby suchcognitive processe&secondaryemo-
tions’. In chapteiseven(especiallypagel37)Damasiq1994)suggestshatsecondary
emotionsalwaysactivatethesamephysiologicaimechanismasprimaryemotiongPi-
carduseghephrasésenticmodulation’). However ‘always’ is anover-generalisation.
Thereare considerablendividual differencesegardingwhethersecondaryemotions
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triggeredby cognitive processegproducephysiologicalchanges.The moreimportant
featureof secondargmotionss the ability of somethindik e the alarmmechanisnto

redirectmentalprocessesso that, for instance dangersandopportunitiesare noticed
andappropriateactionsconsideredMoreover emotionalmaturity sometimesnvolves
suppressingnormal physicalreactionsanddealingwith emotion-generatinghenom-
enaentirely mentally (Not everyonecando this.) Purelymentalprocesseseednot

be cold andunemotional On the contrary they canberich in evaluatve contentand
powerful in their effects on other mentalprocessesaswhen horrific news grips our

attentiondespiteour bestefforts to think of somethingelse.

We canthereforedistinguishpurely central secondargemotionsfrom peripheial
secondaryemotionswhich invoke the bodily mechanismsisedby primary emotions.
Steve Allen alertedme to Damasio$ chaptereight (page184), where he explicitly
adoptsa similar position,suggestinghatin somecaseghereare“asif” mechanisms
which bypasgheroutethroughthebody, sothat“the prefrontalcorticesandamygdala
merelytell the somatosensorgortex to organiseitself..” in a patternthatit would
have assumedf signalshadcomethroughthe body. (Damasio$ideasin thatchapter
have muchin commonwith theideaspresentedhere,including his speculationgbout
therole of ancientinsect-like mechanism& humanbrains.)

(3) Tertiary emotions Theseare typically humanemotionalstatesinvolving partial
loss of control of thoughtprocessegperturbance)e.g. statesof feeling humiliated,
infatuatedguilty, or full of excited anticipation,whereattemptgo focusattentionon
urgent or importanttaskscan be difficult or impossible,becauseattentionis drawvn
backto the focus of the humiliation or infatuation,etc. This can happendespitea
meta-managemenecisionto attendto somethingelse.

Thesdit thedefinitionof secondargmotionsput involve somethingnore,namely
partial loss of control of attention. This is possibleonly if thereis somethingwhich
normally providesthat control. Only thendoesthe notion of ‘losing control’ become
relevant. Without meta-managementou cannotexplicitly evaluatethe possibility
of attendingto A andto B, andthendecideto attendto B becauseyou judge that
better Without meta-managemenén alarmmechanisnor othermechanisncannot
undermineadecisionbasednanexplicit judgementhatit would bebetterto attendto
or think aboutB. Onlyif thereis a control medianismcancontrol belost. Thustertiary
emotionsrequirea particularlysophisticatednformationprocessingrchitecture.

Not only meta-managemeranredirectattention.Normal processesf deliber
ationinvolve shifting attention,e.g. switchingattentionto new goals,andswitching
from thinking aboutendsto thinking aboutmeans. Reactve mechanismse.g. de-
tecting somethingbright or somethingmoving, or detectingutterance®f one’s own
name,canredirectperceptualresources A deliberatve systemmay have mary sub-
processesompetingfor attention, perhapsusing a network combining connection
weightsand activation levels. A meta-managememhechanismexplicitly evaluates
andselectsalternatve foci of attention recordingthatthis hasbeendone.Putanother
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way: just asexternalbehaviourcanbe eitherreactiveor delibemtive, socaninternal
behaviour And in both casesthe reactve mechanismsan sometimesdefeatthe
deliberatve mechanisms.

Furthersubdvisionsare possible,of course. For instance not all perturbances
are emotional: emotionsinvolve strong evaluationsas well, and there are different
sortsof evaluations: selfish, ethical, etc. | have no ideato what extent non-human
animals(e.g. bonobos)have such self-monitoringand self-evaluating capabilities.
They may have simpler versionssupportinga differentrangeof emotionsinvolving
someself awarenessandself evaluation. This is a topic requiringempiricalresearch
andtheoreticalanalysisof new architectures.

By usingan architecture-basedamavork for definingdifferentclassef emo-
tions,andrelatednotionslike ‘mood’, ‘desire’, ‘enjoyment’ and‘pain’, not discussed
here,we avoid much agumentationat cross-purposeaboutemotions,becausdahe
theorysupportsarangeof types.Dozensof differentdefinitionsof ‘emotion’ havebeen
proposedWe cannow seethatthereis no point aguing aboutwhich of N definitions
is correctif thereare N typesof phenomenall of which needto be studiedand
explained.lt doesnot matterwhethermwe call them‘emotions’or not. Thephenomena
areimportant,nottheir names.

In variousprevious publications,e.g. (Sloman,1992),| focusedmainly on ter-
tiary emotionspecausé thoughtthey wereof mostinterestandimportancean human
interactions. | mentionedother kinds e.g. reflexes and startlesand also the types
discussedy Oatley andJohnson-Laird1987),but did not have a clearview of how
thedifferenttypescouldfit into acommonarchitecture.

6 Differentarchitectural layersand evolution

Thethreelayerscannow be describedn a little moredetail. Diagramsareusedvery
impressionisticallyto indicatesomeof the featureof the differentmechanisms.

6.1 ReactivemetanismgFigurel)

Reactve mechanismsvolvedvery earlyandarewidespreadn plants,insectsandall
otheranimals.The morerecentlyevolved deliberatve mechanism$ave not replaced
the older mechanismshut function alongsidethem, but not necessarilyalwaysdomi-
natingthem.

Themainfeatureof reactve mechanismss their inability to contemplategvalu-
ate,andselectpossiblefuturecourse®f actionor otherhypotheticapossibilities. They
canmerelyreactto actually detectednternal or external situations. In otherwords
they cannotconsidemovel optionsbeforeselectingthem, or createnew plans. They
merelyact,thoughsomeof theactionsareinternalandsomeexternal. Figurel crudely
depictsa fairly sophisticatedeactve architecturejncluding alarmmechanismsand
thelayeredsensoryandmotorsystemslescribedelow.

Reactve systemsare very varied. They may be composedof purely analog
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Figurel: Reactivesystemsvith alarms: emotionalants?
Internal reactive metanismsmay be chained together and may involve feedbak
loops,andchangeable’statevariables’. Horizontalbars sepaatelayers of abstraction
in sensoryandmotorsystemsTwo-headedirrowsindicatetwo-wayflow, or feedbak.
Textured arrowsrepresentfastlinks to andfromthe global alarm system.
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(continuous),purely digital, or a mixture of analogand digital mechanisms.They

may be totally ervironmentdriven sothatthe sameervironmentalwaysproduceshe
sameresponseor partly statedriven so that changeablénternalstateshelp to select
actions.Detectecheedsanchangeanternalstatessoasto modify subsequergelection
amongactions.(Thesearesometimesalleddrives) This constitutesa primitive form

of goal-directedthoughpurelyreactve behaiour. CompareNilsson’s Teleo-Reactie

programg1994).

Plantshave mary uncoordinatedeactve mechanisms.Animals with a central
brainhave morecoordinationandglobal control. A colorny of suchanimalscanoften
bethoughtof asa higherlevel reactve organismwith totally distributedcontrol.

Within the brain of a reactve animal, the internal routesbetweensensorsand
effectorsmay be moreor lessindirect. Differentindirectroutesmay operateconcur
rently, processingnformationat differentlevels of abstractiorfor differentpurposes
(e.g. controlling postureand detectingfood). The processingnay be uni-directional
or may useinternalfeedbackoops. Someloopsmaybe chained:e.g. move randomly
until food visible, thengo towardsfood until it is graspabletheneatit until satiated,
etc.

Reactve systemamnay be very fastbecausehey usehighly parallelimplemen-
tations. This may leadto simultaneousactivation of differentactions. Sometimes
different actionscan be performedin parallel, or combined,using somethinglike
vector addition (e.g. increasingspeedand increasingangle of turn). If they are
inconsistenta selectionmechanismis required,e.g. symbolicpriority rules,winner
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takes-allneuralnets,or a simplevoting mechanism.

Layeredsensoryandactionsubsystems.

Shorthorizontallines in the diagramindicate divisions betweensensoryand motor
processesperatingat differentlevels of abstractionFor instance somereactionsde-
pendonrelatively simplemeasuresf opticalflow or contactpressurewhile othersuse
more sophisticatecdind global perceptproducedby complex interpretve procedures
classifyingentitiesin theernvironmentrelevantto higherlevel decisionge.g.recognis-
ing somethingasa shelter or asdangerous)Lik ewise actionsmay be simpleinternal
or external changegqe.g. contractionof a particularmuscle)or more sophisticated
hierarchicallycontrolledactions. Feedingoften requireshigh level coordinationof
limbs (graspingood) andjaws. Many formsof running,jumping,flying, nest-luilding
andmatingrequirevery complex coordinationof comple collectionsof muscles.

More flexible reactivesystems.
Somechainedreactionsinvolve innately determinedsequencesf internal statesm-
plementingplansselectedy anevolutionarymechanisnandencodedn genes Others
may be aresultof new links producedoy learning. Although purely reactve systems
arerigid in thatthey cannotthink ahead’creatingandevaluatingnew plans,they may
uselearningmechanismso alterweightslinking conditionsandactions.Wheresome
actionschangenternalstatesorming conditionsfor subsequerdctions learningcan
be usedto chainsequencesf responseto producethe effect of learntplans,provided
thatthearchitecturealreadyhaslinks which learningcanstrengthen.
Furtherflexibility can be achieved by allocating internal storagefor different
contexts which canbeturnedon andoff (or variedcontinuously)to modulatereactve
behaiours. Yet moreflexibility canbe achievedby allowing internalreactionswvhich
createsimple temporarystructuresfor instancerepresentingyoals(e.g. ‘catch that
animal’, ‘find a hiding place’).

Global alarmmedanisms(Figure 1)

If chainsof internal reactionsintervene betweensensoryinput and corresponding
output, this may sometimescausefatal delaysor missedopportunities. Somesort
of global ‘override’ mechanisncould deal with this: an ‘alarm’ mechanismwhich
allowsrapidredirectionof thewholesystemn responsé¢o detectegatternsndicating
opportunitiesor dangersThealarmmechanismwhich mightbe eitherentirelyinnate
or partly trainable,could be simply anotherreactve sub-systenwith inputsfrom all
partsof the organismdriving afasttrainablepattern-recogniseableto triggeroutputs
to all partsof the system. Normally it would do nothing, but when turnedon by
appropriateconditionsit could rapidly redirectthe rest of the organismto produce
freezing,attacking,feeding,fleeing, mating, attending(suddenhigh alertness)more
generalrousal or morespecificinnateandlearntresponses.
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It appeardhat suchsystemdirst evolved a long time ago: mary animalshave
oneor moreglobal alarmmechanismsThe brain stemandthe amygdalaboth seem
to implementalarmsystemswvhich evolved at differenttimes. Differentglobal alarm
mechanismgould specialisein particulartypesof activation patternsand response
patterns.Primaryemotionsin vertebratesappearto be implementedn suchsystems
(LeDoux,1996;Goleman,1996).

Robotsandsoftwareagentsdo not yet have all the characteristicef thereactve
architectureslescribechere.However, therehasbeenalot of work in roboticslabson
reactve systemgmuchof it inspiredby Rodng Brooksat MIT), andit is very likely
thatmoreandmoresophisticatedsect-like, or lobsterlik e creaturesvill emegefrom
suchlaboratoriesn the next few years,and also software systemscontrolling chem-
ical plants,power stations,etc., all with the capabilityto have the sortsof primitive
emotionssketchedhere.

Whetherthey will knowthey havethem,andwhetherantsfleeing‘in terror’ know
they areterrifiedis anotherquestion.Thethird architecturalayer sketchedbelov can
explain self-avarenessWe may have to getusedto the ideathatwithoutit reactions
of terror and other primitive emotionsmay occurwithout being experiencedassuch
by the organism. This could be equallytrue of new-bornhumaninfants,if they lack
thethird layerdescribedelon. Thesuggestioomay seenrepugnantbut thatdoesnot
malke it false.

6.2 Architectureswith deliberative mehanismgFigure 2)

A deliberatve mechanisnprovides capabilitiesmissing from reactve mechanisms,
especiallythe ability to achieze an objectie, in a new situation,by chainingtogether
anovel sequencef actions.A reactve systemmaybeableto invoke anexistingplan,
e.g.if aneedis detectechndallowedto triggera sequencef contet-drivenreactions.
But that presupposea pre-«isting implicit or explicit plan, producedoy evolution or
previously learnedchainedresponses.

Novel complex actionsmay be discoveredby a reactve explorerusingtrial and
error with reinforcementearning,but this canbe dangerousandtime consuming.If
a systemhasthe ability to do hypotheticalreasoningt cansearcha spaceof possible
actionsequenceantil it findsasuitableplan,asCraik pointedout (Craik, 1943).This
requiresa content-addressabbessociatte memorystorewhich cananswerquestions
like: ‘What actionsare possiblein situationX?’ and ‘What effects would follow if
actionA wereperformedn situationX?’ ‘Which actionsarerelevantto a goalof type
G?

A systemableto createpotentialnew plansto evaluaterequiresare-usablenem-
oryin whichto build partialplansbeforeselectinghem. Thetree-like structuresn Fig-
ure 2 indicatepartially constructegossiblyhierarchicalsolutionsto problems.These
arein there-usablaevork space Thisre-usewill maketheproces®f explorationserial.
Thereareotherreasonsvhy deliberatve mechanismsnustbe sequentia(digital) and
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Figure2: Hybrid reactiveanddelibemative architecture, with global alarms.
Now the delibemative layer also has links to and from the alarm system. A filter
with dynamicallyvaryinginterruptthresholdprotectstheresouce-limiteddeliberative
layer whendealingwith tasksthat are important,urgentandresouce consuming

discrete andrelatively slow. For instancegvenif theassociatiorstoreoperatesising
a highly paralleland distributed neuralimplementationjt could still be restrictedto
answeringonequestionatatime.

Extendingthealarm medanism.

As before, alarm mechanismganay be useful for rapidly redirectinga deliberatve
systemwhen dangersand opportunitiesare detected. Stateswithin the deliberatve
layer could also feed into the alarm system,alongsidesignalsfrom sensorsandre-
active mechanismsSimilarly the alarmsystemcould sendinterruptsandredirection
signalsto the deliberatve mechanisms,e-directingattentionor changingthe modeof
processingThisis indicatedcrudelyin Figure2.

An attentionfilter.

A fast-changingervironmentcancauseoo mary interruptsandfrequentre-direction
of attention,with moretime spentswitchingbetweendeliberatve tasksthanactually
solving the problems(like a thrashingoperatingsystem). It may be importantto
prevent interruptionsand diversions(e.g. by new goals) when the currentgoal is
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very important, urgent and cognitvely demanding. A partial solution could be a
variable-thresholthterruptfilter, depictedn Figure2. Thismightalsosuppresglobal
alarmsignalsundersomecircumstancege.g. soldiersin battlenot noticinginjuries).
However, asarguedin (Sloman& Croucher1981;Wright, Sloman& Beaudoin1996)
the priority andfiltering mechanismsnust be fast which meansusing unintelligent
processessometimedeadingto undesirablenterruptionsandemotionalstates.

Savingnew plansfor reuse

Usefulnew plansgeneratedby deliberatve mechanismsanbetransferredo thereac-
tive system(the cerebellum?)perhapsasaresultof repetitive operation.Storingthem
in thereactve mechanismmay supportmuchfasterthoughlessflexible execution.

6.3 Theneedfor self-monitoring.e. meta-mangementFigure 3)

A deliberatve mechanisrmeedsstratgiesfor deliberating. Thoseproducedoy evo-
lution may be too rigid for changingphysical and social ervironments. A meta-
managemenlayer allows deliberationprocesseso be monitoredand improved e.g.
learningto raiseinterruptthresholdsiuring ‘busy’ statespr noticingthatcertainplan-
ning methodsfail in certainconditions. Suchlearningmay reducefailure in delib-
erative tasks, reduceinterferencebetweengoals, detecttime wastedon unsohable
problemsegetc. Flexibility is evengreaterif meta-managementanuserules,cateyories
andvaluesabsorbedrom the surroundingculture.

The ability to attendto and cateyoriseinternal stateshassubtle consequences,
which may have influencedevolution of self-monitoringcapabilities. Parentscan
diagnosea child’s problemsmoreeasilyif the child canattendto anddescribanternal
symptoms.Comparedescribingvisual experiencego an optician,or telling a dentist
which tooth hurts. Attending to intermediatevisual data-structuress requiredfor
draving accurately: noticing how thingslook (e.g. elliptical) asopposedo seeing
how they are (e.qg.circular). (This could explain the existenceof qualia.)

Further extensionof thealarm medanism

The alarmmechanisndescribedpreviously could be extendedwith inputsfrom and
outputsto meta-managememirocessesallowing alarmreactionsto be triggeredby

and to modify meta-managementAlarm systemsrequire rapid reactions,so they

mustdependon fast,andthereforeshallow, patternrecognitionratherthandeepanal-
ysis. Consequentlyalarm processewill not always be optimal and someof the
interruptionsand redirectionswill be undesirable. Tertiary emotionsinclude such
cases. Perhapssomeaddictions,obsessionsand someattentionaldisordersdepend
on transformationsn thealarmmechanism.

Limitationsof meta-mangement
Self-monitoring,self-evaluationand self-controlareall fallible. No systemcanhave
full accesgo all its internal statesand processespn pain of infinite regress. Prefer
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Figure 3: Towards a human-lile architecture, with reactive deliberative and meta-
manaemenimedanisms (Alarm medanismaot shown)

encesusedin selectionandself-evaluationmay be erroneousor ill-judged (e.g. self-
evaluationbasedn religiousindoctrination).Controlover deliberatve processemay
be partial, e.g. becausdhe global alarm mechanismgsannotsafely be suppressed
completelyor becaus®f loud noisesaddictionsetc.

Figure 3 givesa crudeindicationof the sortof threelayeredarchitectureve are
discussingjncluding shaving (very inadequatelyjhat perceptuabhnd motor systems
arealsomulti-layered. The alarmsystemis not shovn because¢hat would make the
figuretoo cluttered(compareFigure2). To ervisagethe additionof analarmsystem
in Figure 3 imaginean octopuson onesidewith tentaclesxtendinginto all the other
sub-mechanismgettinginformationandsendingout globalcontrolsignals.

6.4 Non-semanticontrol

The sortsof meta-managemengbntrol sketchedabove involve precisedirectionof at-
tention,or invocationof astrateyy or evaluationof somestate. Theseprocesseswolve
semanticcontent,e.g. referenceo objectsof attentionor actionsto perform. There
is anothertype of control which producesglobal quantitatve changesfor instance
changingspeedof operationsor degreeof pers@erance or thresholdsor attention
diversion,or likelihoodof adoptingrisky strateies. Someof thesecanbe described
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aschangesf mood In animalsa very complex chemicalinfrastructureis involved

in someof thesegeneralcontrolchangesasindicatedby the effectsof hormonesand

drugs,including,for instanceproducingor alleviating depressionproducingeuphoria
or hallucinationsreducingprecisecontrolof thoughtsor actions.Thechemicalinfras-

tructurecanbeinfluencedby alcoholandotherdrugs,smoking,diseaseaswell asby

mentalprocesseandnaturalbodily cycles.

Somepeopleacceptthat architecturaffeaturesoutlined earlier could be imple-
mentedin computerbasedsystemsput doubtthat functionsbasedon chemicalpro-
cessesanbe simulatedcomputationally Thatis anempiricalquestionwhoseanswer
will dependon the precisenatureof thesefunctions. It may turn out that equva-
lent non-semanticontrol functions could use alternatve mechanismsfor instance
electronicanalogdevices or even software control mechanisms.It is easyto usea
globalreal variableto have a global effect analogougo concentratiorof a chemical.
Replicatingspatiallyvarying concentrationsequiresalittle moreingenuity

7 Somequalifications and implications
7.1 \Variability in meta-mangement

Meta-managementeednot usea rigidly fixed collection of strateyies. It shouldbe
modifiableby learning,sothatonecandetectnew aspectof one's mentalprocessing
andevaluatethemor controlthemin new ways. Examplesvould belearningto detect
thatone’s graspof atopicis confusedpr thatoneis deliberatingn a selfishway; and
learningto disapprae of thatsortof deliberation(which doesnotcomenaturally).

Insteadof beingrigid and monolithic, meta-managemestratgies may be dif-
ferentin differentcontexts. Sothesystenmaybethoughtof as‘occupied’by different
‘control regimes’ at differenttimes, for instance:beinga gentleparentat home,then
driving a caraggressiely, andbecominga cold andruthlessmanageat the office.

Perhapghis s relevantto multiple personalitydisordersandothersortsof prob-
lems which lead peopleto seektheray? This suggestsnary empirical questions.
What are the ‘role-switching’ mechanisms™How canthey go wrong? Canalusein
infang/ producelong termdamagen the architectureandif sohow?

Someof the statesand processeslescribedhere, especiallysomeof the high
level emotionalstatesin which thereis a partial (and sometimesundesirable)oss of
control, are not producedoy mechanismsvhich evolvedto producethem. They are
side-efects, or emepgent featuresof interactionsbetweenseseral mechanismswith
otherfunctions.Thusit is pointlessaskingwhatthe functionsof suchstatesare.

In particulay the more sophisticatedecondaryandtertiary emotionsare not di-
rectlyimplementedn anemotionalmechanismevenif the simplerprimaryemotions
aredirectlyimplementedn aglobalalarmsystem.

More generally not everythingsupportedy a mechanisms partof its function:
multi-processingcomputeroperatingsystemssupportthrashing,but do not have a
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thrashingmechanism!In someheavy load conditionsthey simply do far too much
pagingandswappinginsteadof doing usefulwork. So somefunctionalmechanisms
have dysfunctionalconsequencesln somecasesadditionalmechanismsan detect
thoseconsequenceandtake correctve action,asin anoperatingsystemwhich detects
thatit is thrashingandpreventsary new processefrom startingup.

Sometimesside-efectturnsoutto have beneficialconsequenceshicharethen
exploited for their effects. A personwho finds that certainkinds of distressgenerate
sympathyand supportin others,may ‘learn’ to be distressednore often andin an
exaggeratedvay. Likewise, a teachermay discover that real angercan be usedto
controla classroomandlearnto becomeangry (Second-ordefunctionality,)

7.2 Formsoflearninganddevelopment

In sucha complex architectureéherearemary differentformsof developmenbr learn-
ing that can occut including: addingnew capabilitiesto existing modules,creating
new modulego extendthearchitectureaddingnew links betweemmodules gxtending
theformalismsusedwithin amodule(e.g.learninga new languagepr a new notation
for mathematicateasoningor music), storingnew factsandassociationsn the long
term factualmemory copying a new plan or stratgly developedby the deliberatve
mechanisminto the reactve mechanismstherebycreatingnew reactve skills. In
humansthis kind of copying usesrepetitionof actions,with the deliberatve system
apparenthsupervisinghetraining (or re-training)of the reactve system.

Differenttypesof learningcanbe expectedin differentpartsof the architecture.
For example, perceptuaimechanismsnay learnto usenew high level categyoriesin
classifying or interpretingperceved events. Examplesare learningto readtext or
music fluently. In fluent readingthe new perceptstrigger internal actions. Action
subsystemsaylearnto producenew complex orchestratetbehaioursin response¢o
moreabstractinstructions”from the centralmechanism.

Somenen meta-managemeistratgjies, e.g. attentioncontrol stratgies, seem
to be producedby certainkinds of training, e.g. in meditation. The influenceof
a culture operatingon the meta-managemenvel canleadan individual to develop
nev ways of cateyorising and evaluatinginternal states,new forms of motivation,
nev motive generatorsand new motive comparatorsthough much work needsto
be doneto explain how this works in detail. Cultural learningcanvastly speedup
learningby individuals. Formsof loving arealsoinfluencedby the culture,including
disappointmentsausedy unrealisticculturally generate@xpectations.

Somesubtlekinds of learningseemto involve the suppressiomf innateor pre-
viously learntreactions For instanceemotionalmaturityincludeslearningto suppress
or ignoresomeof thereactionf the globalalarmsystem.This mayincludelearning
new stratgjiesfor adjustingthe attentionfilter.

Whenasystemcanbechangedn somary differentways,it is to beexpectedhat
in additiontherearealsomary waysin which damagediseasepr geneticdisability
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canchangethe systemso asto interferewith its functioning. | suspecmostprofes-
sionalsconcernedvith the identificationandtreatmentof suchproblemswhetherin
educationcounselling psychiatry etc. areawareof atmostatiny subsebf thethings
thatcanhappenPerhapshesedeaswill leadto helpful expansionof therapies.

7.3 Thekris nouniquearchitecture

Many of the ideassketchedhere are speculatre. One problemis the difficulty of
inferring architecturefrom known capabilities,sincealternatve architecturesanin
principle producethe sameperformancever a life time, asalreadyremarled. Yet by
analysingthetrade-ofs we maybe ableto rule out theoreticallypossiblecases.

For instanceapurelyreactve systencouldin principledo everythingthatcanbe
doneby a systemwith deliberatve capabilities.However, thetime requiredto evolve
a collection of reactve behaiours large enoughto cover the actionsthat a particu-
lar planningsystemcould generatemay be too long for the history of the universe.
Moreover, storingthemmight requirea braintoo largeto fit on the planet,andDNA
moleculesmight betoo smallto encodethemall. (Eventhe gametreefor chesscould
notbefully encodedn ary physicalsystem.)

It may be that evolution ‘discovered, as Al designershave, that a good way
to overcometheseobstaclegs to producesystemswhich are modularin the manner
sketchedabove, and capableof explicit deliberationand planning. Or it may have
found somealternatve methodwhich we have notyet thoughtof.

Unlike behaiourist psychologistsand someAl researchersvho rejectexplicit
deliberation,| aminclinedto regard humanintrospectionand everydayobsenation
as providing at leastprima-facie evidencefor someof our capabilities. This gives
me good reasonto believe that peoplel know can plan mary facetsof a trip to an
Al conferencewell in advanceof taking a taxi to the airport. Likewise | know that
peoplecanmemoriseand(sometimesjeliably reproduceor usepoems stories jokes,
algebraicformulae,rulesof mary gamespianosonatasandmovesin a dance.They
canalsodo calculationsand problem-solvingin their headsand reportmary of the
steps All thisis evidencefor theexistenceof somesortof symbolmanipulatingvirtual
machine,no matterhow it may be implementedn brain mechanismsandno matter
whatothermechanismnteractwith it.

Even a besottedover candreamaboutwhat he might have said during the last
encounterplan what he shoulddo and say at the next one, and speculateaboutthe
thoughtsandfeelingsof the objectof his attention."What if " deliberatve capabilities
enrichedby humanlanguageseemto be centralto all aspectof humanlife, evenif
few otheranimalssharethem.

8 Conclusion

| have presented collectionof ideassomeof which arevery speculatie while others
are largely basedon evidencegleanedover mary years,including obsenation of a
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wide variety of humansof all ages,andwhat! have learntfrom interactionswith re-
searcherfrom arangeof disciplinesincludingphilosophy computersciencepiology,
psychologyandbrainscienceandreadingtheirwork. | have nottried to presenall the
evidencethatinspiredthis work, sincethatwould make the paperfar too long, andin
mary cased have not keptrecords.Many of theideasarenot original: muchcurrent
researchn Al involvesinvestigatingmechanismsef thekindsproposedere.

With colleaguesand researchstudentsl am exploring someof the ideas(still
in a very simplified form) in computationakxperimentsusingthe Sim_agenttoolkit,
which runsunderPoplog,andwasspecificallydesignedor suchexplorations. Code
anddocumentatiorranbefoundat: ftp://ftp.cs.bham.ac.uk/pub/dist/poplog/

More detailedconceptualanalysis,for which thereis insufficient spacehere,
would shav thatfamiliar mentalstatesand processesuchasseeing,deciding,won-
deringwhether hoping, regretting, enjoying, disliking, learning,planningandacting
all involve varioussubtleandimplicit sortsof informationprocessing(Many relevant
ideasarein (Ortory, Clore& Collins, 1988)).

Robotswith meta-managememapabilitiesallowing themto attendto internal
virtual machinestates,ncluding intermediatesensorydatabasegnight discover that
they have qualia,andmight wonderwhetherhumansarezombies sincethey arebuilt
quite differently Work in progressxplainsthis in moredetailandarguesthatwhen
we understandhefull natureof thatinformationprocessingve shallseethatit sufices
to producewhatwe ordinarily understandby experienceconsciousnesgtc. (A draft
is accessibleia my website,alongwith otherpaperslaboratingon theseideas.)

Ultimately the ideaswill needto be testednot on the basisof the evidencethat
suggestedhem, but on the basisof their explanatorypower and ability to generate
productve research. It takestime to distinguishwhat Lakatosreferredto as ‘pro-
gressve’ and‘degeneratre’ researclprogrammesandthereareno simplecriteria of
adequay, for reasons explainedin chapter2 of (Sloman,1978). Therearestill mary
unanswereduestionsespeciallyquestionsboutthevarietyof informationprocessing
architecturesywhattheir propertiesare,which onescould evolve naturallyandwhich
canonly be producedby explicit engineeringdesign. Investigatingthesequestions
requirescollaboratiorbetweenAl, Alife, Biology, NeuroscienceRsychologyPsychi-
atry, Anthropology Linguistics,Philosophyetc. Suchwork shouldnot only be of sci-
entificandphilosophicalnterestbut mayalsoleadto new developmentsn education,
therafy andcounselling.Peopleoftenneedprofessionahelp, but the professionalslo
not alwaysunderstanchormalfunctioningof theinformationprocessingrchitectures
with which they aredealing,andthereforecannotaccountfor failuresanddeviations
from normality, nor provide helpreliably exceptin a smallsubsef cases. A deeper
understandingf information processingarchitecturesand ways in which they can
developor gowrongcould have profoundpracticalsignificance.

Artificial agentamay alsoneedtheragy andcounselling for the samereasonss
humans And existing humantherapiesnayfail onthemtoo!
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