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Abstract:
This paper, anexpandedversionof a talk on love givento a literary society, attempts
to analysesomeof the architecturalrequirementsfor an agentwhich is capableof
having primary, secondaryandtertiaryemotions,includingbeinginfatuatedor in love.
It elaboratesonwork donepreviously in theBirminghamCognitionandAffectgroup,
describingour proposedthreelevel architecture(with reactive,deliberativeandmeta-
managementlayers),showing how differentsortsof emotionsrelateto thoselayers.
Someof the relationshipsbetweenemotionalstatesinvolving partial lossof control
of attention(e.g. emotionalstatesinvolved in being in love) andotherstateswhich
involve dispositions(e.g. attitudessuchas loving) are discussedand relatedto the
architecture.
Thework of poetsandplaywrightscanbeshown to involveanimplicit commitmentto
thehypothesisthatmindsare(atleast)informationprocessingengines.Besidesloving,
many otherfamiliarstatesandprocessessuchasseeing,deciding,wonderingwhether,
hoping,regretting,enjoying,disliking, learning,planningandactingall involvevarious
sortsof informationprocessing.
By analysingthe requirementsfor suchprocessesto occur, andrelatingthemto our
evolutionaryhistoryandwhat is known aboutanimalbrains,andcomparingthis with
what is being learnt from work on artificial minds in artificial intelligence,we can
begin to formulatenew anddeepertheoriesabouthow mindswork, includinghow we
cometo think aboutqualia,many forms of learninganddevelopment,andresultsof
braindmangeor abnormality.
But thereis muchprejudicethat getsin the way of suchtheorising,andalsomuch
misunderstandingbecausepeopleconstruenotionsof “information processing”too
narrowly.
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1 Can machineshaveemotions?

In February1998 I was invited to a literary society to talk on whethermachines
canlove. The presentationwasa mixture of philosophyof mind, literary quotations
on love, speculationabout evolution, theoreticalideasfrom Artificial Intelligence,
andconjecturesabouthumanminds. Later KerstinDautenhahnkindly invited me to
convert my slidesinto a chapterfor this book. The result is a collectionof conjec-
turesaboutinformationprocessingmechanismsunderlyinghumanemotions,moods,
attitudesandothercognitive andaffective states,like love andgrief. I shall provide
somesketchyevidencethatbothcommonsenseandthework of poetsandplaywrights
involveanimplicit commitmentto aninformationprocessinginfrastructure.However,
other things besideshealthyadult humanbeingshave minds, and different sortsof
mindsrequiredifferentsortsof informationprocessingarchitectures.

If weanalysefamiliarmentalstatesandprocessesfoundin normaladulthumans,
andcomparethemwith capabilitiesof infants,peoplewith brain damageor disease,
andotheranimals,wefind evidencefor adiversearrayof architectureseachsupporting
andexplaininga specificcombinationof mentalcapabilities.This providesa broader
anddeeperexplanatorytheorythanis normallyfoundin philosophyor psychology. It
also requiresgoing beyond the majority of AI projectsin consideringboth designs
for completeagentsand also comparative analysisof different sorts of designsas
suggestedin (Beaudoin& Sloman,1993;Sloman,1993;Mithen,1996).

No amountof observationof thebehaviour of any animalor machinecandeter-
minetheunderlyingarchitecture,sincein principleany lifelong setof behaviourscan
beproducedby infinitely many differentinformationprocessingarchitectures.Wecan
attemptto constrainourtheoriesby combininganumberof considerations,suchas:(a)
trade-offs thatcaninfluenceevolutionarydevelopments,(b) what is known aboutour
evolutionaryhistory, (c) whatis known abouthumanandanimalbrainsandtheeffects
of brain damage,(d) what we have learnt in AI aboutthe scopeand limitations of
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variousinformationprocessingarchitectures.I offer a brief andincompletereporton
a theorybasedon suchconstraints.The main conjectureis that humaninformation
processingmakes use of (at least) three different concurrentlyactive architectural
layerswhich evolvedat differenttimes,which we sharewith otheranimalsto varying
degrees,and which, along with variousadditionalsupportingmodules,accountfor
different cognitive and affective states,as well as offering the hope of explaining
differentkindsof learninganddevelopment,differentpossibleeffectsof braindamage,
andotherabnormalities.Suchan architecturecould give robotshuman-like mental
statesandprocesses.

Prejudiceaboutmachinesandinformationprocessingoftengetsin thewayof un-
derstandingandevaluatingsuchtheories,sothatpeopleignoresomerich explanatory
ideasdevelopedin thelastfew decades(e.g.HerbertSimon’s importantideas(Simon,
1967)). I shall thereforesketchandcommenton the two main kinds of resistanceto
theseideas:doubtingandfearing.

2 Doubtersand fearers

Many peoplearescepticalaboutor disturbedby theideathatrobotsor softwareagents
mayonedayhave thoughts,feelings,hopes,ambitionsandthelike,or experiencethe
world aswedo. Someareinfluencedonly by evidence,othersby fear, or dislike.

2.1 Doubters: theperceivedgap

Many aredoubtersbecausethey seethe limitations of existing computer-basedma-
chinesandsoftwaresystemsandcannotimagineany waysof overcomingtheselimita-
tions.They donot realisethatwearestill in theearlystagesof learninghow to design
informationprocessingsystems.

Existing AI systemsdo not yet have whatever it takesto enjoy or dislike doing
something.They donot reallywantto dosomethingor careaboutwhetherit succeeds
or fails, even thoughthey may be programmedto give the superficialappearanceof
wantingandcaring. The attemptsto replicateotheranimalabilitiesarealsolimited:
for example,visual andmotor capabilitiesof currentartificial systemsare nowhere
nearthoseof asquirrelor nest-building bird, asI havearguedin (Sloman,1989).

Becauseof the hugegapbetweenmachinesdevelopedso far andwhat animals
cando, somepeoplethink the gapcannever be bridged. That could turn out to be
correct,if, for instance,the functioningof animalbrainsturnedout to requiresome
kind of mechanismthatwehavenotyet dreamedof. Thequestionis open.

It maybepossibleto convincesomedoubtersby (a) enhancingtheirunderstand-
ing of the real but unobvious possibilitiesof information processingmachines,and
(b) deepeningtheir understandingof our ordinary conceptsof ‘feeling’, ‘thought’,
‘desire’, ‘love’, etc., in orderto revealhow our ordinaryconceptsof mind implicitly
presupposeaninformationprocessingsubstratum.

Oftendefendersof AI do only (a). They try to remove doubtsby demonstrating
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sophisticatedthings computerscan alreadydo, and pointing out that their capabili-
ties will be enhancedby fasterprocessorsandbiggermemories.That often fails to
convincebecauseit doesnot addressthenatureof mentality. Only by providing new
insightsinto mentalphenomenacanwe hopeto convincerealdoubtersthatprocesses
in computersmayoneday includefeelings,experiencesandthoughts.I shall sketch
anattemptto bridgethatgapbelow.

2.2 Fearers: thelongedfor gap

Somewho rejectthe ideathat robotsandvirtual agentscanthink andfeel simply do
not like the ideaof machines(asthey construethem)ever beingso muchlike us.
They maydislike it for many reasons,includingfearof machinestakingcontrol(asin
many sciencefiction novels)or moresubtlybecauselikeWeizenbaum(1976)they fear
that somehow humandignity is threatenedif ‘meremachines’turn out to becapable
of all theinterestingandimportantmentalprocessesfor whichwevaluehumans.

This kind of ontologicalneurosis(excessive concernabouttheplaceof humans
in theoverall schemeof things)lay behindat leastsomeof theoppositionin thepast
to theCopernicantheory, which pushedusfrom thecentreof theuniverse,andto the
Darwiniantheoryof evolution, which blurredcherishedboundariesbetweenhumans
andotheranimals,acontinuingconcernof many researchersinto animalcapabilities.

In thispaperI ignorethefearerswhodislike theideathatrobotswill onedayturn
out to belikeus.Dealingwith suchworriesrequiresmorethanargument.Pointingout
thatintelligentmachinescouldhardlydomorehorriblethingsto humansthanhumans
do to oneanotheris unlikely to help. I shall alsonot discusstheologicalobjections,
sinceI think they arebasedon falsepremisses.

2.3 Askhow, notwhether

Whethermachinescan think, feel, care,hope, learn, have emotions,etc. is not in
question,for humansaremachines,thoughnotartefacts.Whatsortsof machines?

3 Four kinds of machines

Thereareat leastfour kindsof machinesknown to scienceandengineering.They are
not mutuallyexclusive: thesamething canbein two or morecategories.

(a) Machineswhich manipulateforceandenergy.
Theseincludemany machinesthatpeople(andsomeanimals)havemadefor centuries,
includingmany kindsof tools.

(b) Machineswhich manipulatematterby reorganisingit.
Theseincludediggers,lawn-mowers,nut-crackers,looms,moulds,andalsochemical
andbiologicalmechanismswhich decomposeandreorganisematterat the atomicor
molecularlevel, for instancein productionof solvents,detergents,drugs,etc.Everybi-
ologicalorganismbothtransformsforcesandenergy andalsousesmatter-transforming
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machineswhich take in nutrientsand manufacturetissues,hormones,blood cells,
sperm,andsoon. Many physicalmachinesaresimultaneouslyof types(a)and(b).

(c) Machineswhich transformphysicalstate.
Theseincludeovens,forges,andmany machinesin chemicalplants.At themolecular
level they canbeviewedasaspecialcaseof (b).

(d) Informationmanipulatingmachines.
Theseacquire,create,store, transform,manipulate,use and transmit information.
Exactlywhatthis meansis a verysubtleandcomplicatedtopic,discussedin (Sloman,
1996a;Sloman,1996b). Informationmanipulatingcapabilitiescannotexist without
beingimplementedin a physicalmachine.In philosophers’jargon, informationpro-
cessingcapabilitiesaresupervenientonphysicalcapabilities.

Organismsare not simply machineswhich manipulateforcesand energy, and
transformmatter: they arealsoinformationprocessingmachines.However, thereis
muchdiversity. They obtaininformationfrom theenvironmentin differentways,store
it, useit, transformit andcommunicatein differentways.They alsodealwith different
kindsof information.An earthwormhasneithertheneednortheability to know where
Parisis, or how to multiply two numbers.

Humansdependon a mixture of mechanismsdealing with different sorts of
information,processedin diverseways,including sensingthe environment,learning
a language,absorbinga culture,generatingnew goals,makingplans,evaluatingand
selectingplans,learningskills, learninggeneralisations,andmany more. As Wiener
noted,many of theseprocessesareprimarily concernedwith control, e.g. control of
attention.

Many peoplethink of ‘informationprocessing’asrestrictedto computersmanip-
ulating bit-patternsin rigidly programmedways, e.g. (Rose,1993). This can lead
to spuriousargumentsagainstinformation processingmodelsof minds, or brains.
We requirea broadernotion of ‘information processing,’ asusedby many software
engineers,biologists,andsomebrainscientists(e.g.Damasio,1994).

3.1 Poetson love

I shall try to show how beingan informationprocessoris involved in many mental
states,e.g. loving andfearing. For instance,Shakespearewasimplicitly alluding to
featuresof aninformationprocessingsystemwhenhewrote:

LOVE IS NOT LOVE

WHICH ALTERS WHEN IT ALTERATION FINDS

Thisimpliesthatloverscanfind alteration,i.e. perceivechangesin lovedones.Finding
alterationoften diminishesor wipes out love and trust. Yet a commonthemein
literatureis that truelove is not soeasilychanged.It is resistantto commonformsof
informationprocessing,including discoveringdisappointingfactsaboutthe beloved.
Thus in love, somecontrol statesare unusuallyresistantto being changedby new
information. Therearemany relevant entrieson love in the Oxford Dictionary of
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Quotations,including humorouspoetrywhich alludesimplicitly to informationpro-
cessingmechanisms,for instancewhenSir JohnSucklingjokesabouttheoft claimed
constancy of love:

OUT UPON IT. I HAVE LOVED,
THREE WHOLE DAYS TOGETHER

AND AM LIKE TO LOVE THREE MORE,
IF IT PROVE FAIR WEATHER

Of course,I am not claiming that suchauthorshad clear ideasabout information
processing,thoughaspectsof thechemicalinfrastructureof ourinformationprocessing
areoftenacknowledged,e.g.whenCalverly wrote:

THE HEART WHICH GRIEF HATH CANKERED

HATH ONE UNFAILING REMEDY — THE TANKARD

I shalltry to show thatsomeof theinformationprocessingcapabilitiesof mostinterest
to us in our social life (including the ability to be in love) dependon aspectsof our
architecturewhich evolved recentlyandareprobablynot sharedwith mostanimals,
except perhapsother primates(though I am not sure). We also have much older
information-basedcontrolmechanismswhicharesharedwith many otheranimalsand
which areeasierfor brainscientiststo study(LeDoux,1996). Theseexplain someof
our moreprimitiveemotions,asexplainedbelow.

I shallnotattemptto provethatweareinformationprocessingmachines,but will
merelytry to explain in whatsenseweare,with illustrationsof informationprocessing
capabilities.Theultimatetestof the ideawill beour ability to developmoredetailed
theorieswhich arebetterableto explain the full rangeof humanandanimalmental
capabilitiesthanrival theories.Thatwill takesometime!

3.2 Clusterconceptscannotbedefinedprecisely

Somereadersmay hopefor definitionsof termslike informationprocessing, mental
process, consciousness, emotion, love. However, eachof thesedenotesa large and
ill-definedcollectionof capabilitiesor features.Thereis no definitecollectionof nec-
essaryor sufficientconditions(norany disjunctionof conjunctions)thatcanbeusedto
definesuchterms.Thefeaturesandcapabilitiesinvolvedin mentalityor consciousness
or emotionscanbe presentor absentin differentcombinations,in differentanimals,
in peopleat differentstagesof developmentor afterbraindamage.(And, someof us
claim, also in future robots.) Suchconceptscanbe describedas ‘cluster concepts.’
(Comparefamily resemblanceconceptsdiscussedin (Wittgenstein,1953)).

If emotionis a clusterconceptit is a mistake to ask how it evolved, what its
function is, what its neuralcorrelatesare,etc., for thereis no definite it to which the
questionsrelate. (Thesameappliesto consciousness.) I shall illustratethis below in
relationto emotionsbyshowinghow differentarchitecturessupportdifferentsubsetsof
thelooselydefinedclusterof featuresassociatedwith ourordinarynotionof emotion.

However, if thephenomenaareall relatedto somegeneralunderlyingprinciples,
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suchasprinciplescommonto different informationprocessingarchitectures,thenit
may be possibleoneday to defineprecisenew technicalconceptsin termsof those
principles.E.g. below I shall(partially) define‘tertiary emotion’ in termsof a typeof
architecture.Suchnew theory-basedconceptsareoftenlooselyrelatedto pre-scientific
clusterconceptswhich inspiredthe new theories.This hashappenedmany timesin
the history of science,including refinementof our pre-scientificconceptsof kinds
of stuff, of kinds of animals,and kinds of chemicalprocesses.It is only after we
have deepexplanatorytheoriesthat precisedefinitionscanbe given. Unfortunately
we unwittingly deceive ourselves into thinking that we start with clear and precise
concepts,e.g. of experience, emotion, etc. Likewisepeoplethoughtthey hada clear
andpreciseconceptof simultaneity, until Einsteinexposedtheproblems.

4 The sortsof machinesweare

Until recentlythe only significantinformationprocessingmachineswereorganisms.
However, sincethe middle of the 20th centuryour understandingof and ability to
createnew kindsof artificial informationprocessingmachineshasacceleratedrapidly,
thoughthe scienceis still in its infancy, andwe have muchto learn. In this andthe
next two sectionsI shall elaborate,first in very generalterms,then in more detail,
an information-processingmodelof mind. I assumethat we arephysical,chemical,
biologicalandinformationprocessingmachines:
- rootedin carbon,hydrogen,oxygen,nitrogen,iron andotherphysicalstuff,
- evolvedthroughmillions of yearsof exploration,
- partly revealingourhistoryin our design,
- grown in wombs,cots,playgrounds,andcultures,
- acquiring,storing,transformingandusingenergy,
- acquiring,storing,transforminganddiscardingmatter,
- acquiring,storing,transformingandcommunicating,information,
- usinginformationin many ways,includingsensing,deciding,doingandfeeling,
- writing poems,playsandnewspaperreports,
- providing thestuff to write about,
- deceiving ourselvesthatweareunique,
- oftenwantingthetruth to beTHUS ..., ratherthanwantingto know whatthetruth is!

4.1 Butwearenot ‘just’ machines

We are machinesbut we are not just or mere machines,any more than computing
systemsare. Computingsystemsarecertainlyinformationprocessingmachines,but
they canalsobe personalassistants,factorycontrollers,tutors, translators,planners,
network managers,automaticpilots, theoremprovers. Beware the nothing buttery
fallacy: thetemptationto concludethatsomethingis ‘nothing but a ....’.

A systemmaybedescribableusingacertainontologywithout thatbeingall there
is to thesystem,evenif thedescriptionis completeat thatlevel. Thepeople,buildings,
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transportmechanisms,etc. in a largecity can(in principle)bedescribedin very great
detail usingthe languageof physicsandchemistry. But that doesnot meanthereis
nothingelse,for therewill probablyalsobe crime, poverty, jobs, salariesand laws,
obligations,contracts,andknowledge.Moreover thesenon-physicalentitiescanhave
importantcausalpowers,despitethecausalcompletenessof thephysicallevel.

In philosopher’s jargon (explainedat length in (Chalmers,1996)), many non-
physicalentities,likecrimeandpoverty, are‘supervenient’on thephysicalinfrastruc-
ture. But that doesnot stopthembeingreal andcausallyefficacious.Poverty really
can causecrime and in doing so it cancausephysicalevents,like TV setsmoving
throughbroken windows andknivesor bullets throughskin. Likewise eventsin an
informationprocessingvirtual machine cancauseeventsin a physicalmachine:for
instancechangeson a computerscreen,movementsof a robot,thesafelandingof an
airliner, andtemperaturecontrol in ahospitalintensivecareward.

If aphysicaldescriptionof asystemis completeatits own levelpeoplesometimes
infer that the systemis ‘nothing but’ a collection of atoms,molecules,etc.. This
is the ‘nothing buttery’ fallacy. An oceanwave might seemto be nothing but a
large collection of moleculespartakingof roughly vertical or circular motion at a
fixedlocation,but that ignoresthelargescalehorizontalmotionandforceswhich can
have suchdestructive effectswhenthey hit the shore. Interactionsbetweenlevels in
informationprocessorsaremoresubtle:physicaleventscausevirtual machineevents
andsomevirtual machineeventscausephysicalevents.

Somemulti-level systemsare much harderto understandbecausethey are so
subtleandcomplex, andbecausewe have not yet learntthe conceptsandtechniques
requiredfor thinking abouthow they work. Trying to describepreciselytherelations
betweenminds andbrainsmay be prematureat present,if we do not yet have suf-
ficiently rich and subtleconcepts. It is much easierto start from systemswe have
designed.After developingconceptualtoolsfor explaininghow they work we maybe
ableto extendthosetoolsto dealwith morecomplex cases.

Weunderstandhow a typical computingsystemcontainsseverallevelsof virtual
machineswithin whichcausalinteractionsoccurbetweeninformationstructures.Pro-
cessessuchasreformattinga document,or finding a logical proof, or interpretingan
image,arerealandefficacious,eventhoughatalowerlevel thecomputeris completely
describablein termsof its digital electronics.At a still lower level quantumphysicists
useyet anothersetof concepts.Maybephysicistsof the future will find something
evendeeper. But thatneednot affect thereality of thelevelswenow know.

To take any particularlevel andsay: thereis really nothingbut that is to impose
arbitraryconstraintsonwhatis real.Wecannotignoretheexistenceandcausalpowers
of poverty andcrime. (Thoughsomepoliticiansmay find it tempting.) Likewise a
partially completedproof in a machineis real,andcancausebothinternalprocessing
eventsandexternalphysicalevents(onascreen)eventhoughnophysicistor electronic
engineercouldobserveor measuretheproof.
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Lack of understandingof informationprocessingvirtual machinesandhow they
canbeimplementedin physicalsystemshasledmany philosophersandtheologiansto
assumethat thoughtsandfeelingsmustinherein somenon-physicalkind of mecha-
nism,sometimescalleda soul,or spirit, which canexist without any physicalimple-
mentation.Gilbert Ryle scornfully labelledthis ‘The ghostin themachine’.His 1949
bookhadimportantideasaboutinternal,unobservable,informationprocessing,e.g.in
his chapteron imagination. But he lacked our conceptualtools, andasa resultwas
wrongly interpretedasabehaviourist,denying theexistenceof themental.

4.2 Wearemulti-level informationprocessors

Althoughwehavephysicalarchitectureswearenot ‘mere’ physicalmachines.Wealso
have informationprocessingarchitectures,implementedin our physicalarchitectures.
Likewisewearenot ‘mere’ informationprocessorssincewearealsoparents,teachers,
criminals,lovers,scientists,etc. Thesefeaturesandrelationshipsareimplementedin
our informationprocessingcapabilitiesin combinationwith asocialcontext.

Informationprocessingincludes:sensingthe environment,interpretingsensory
information,modifyingstoredinformation(beliefs,desires,intentions,plans,skills) in
the light of new information,generatinggoalsby variousmeans(someinnate,some
learnt, someunconscious,someconscious),inventingnew options(things to do, to
make, to look for...), consideringand evaluatingoptions,selectingamongpossible
actions,wonderingaboutconsequences,reconsideringpreviousdecisions,andmuch
more.Analogouscapabilitiesexist in sophisticatedgameplayingmachines.

Humansalsoenjoy someactivitiesanddislikeothers,(sometimes)detectourown
states(anger, puzzlement,hope,...),evaluateourown thoughtsandreasons(asselfish,
unproductive, altruistic, creative, foolish, etc.), feel ashamed,guilty, fearful, excited,
andbecomeself-satisfied,infatuated,obsessed,ecstatic,... Will AI systemsever have
all thesecapabilities?I seenoreasonto doubtthepossibility(or evento fearit). Some
counter-argumentsseemto be born of dislike of the idea(a ‘longed for gap’) rather
thandeepanalysisof whatit is to enjoy somethingor beinfatuated.

Not all animalscando all thosethings. Not all humanscando themall: very
youngchildren,andpeoplewhosebrainsareeithergeneticallyflawedor damagedby
accidentor disease,maylacksomeof theseabilities.Weneedto understandwhy.

4.3 Longingasa tertiary emotion

Consideran example: Whycan’t a goldfishlong for its mother? Longing for one’s
motherinvolvesat least:(i) knowing onehasamother, (ii) knowing sheis notpresent,
(iii) understandingthepossibility of beingwith her, and(iv) finding her absenceun-
pleasant.Theseall involvepossessingandmanipulatinginformation,e.g.aboutmoth-
erhood,aboutone’sown mother, aboutlocationsandchangeof location,andaboutthe
desirabilityof beingcloseto one’smother.

Thoseconditionsdo not suffice. If someonein Timbuctu whosemotheris in
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Montrealsatisfiesconditions(i) to (iv) but hardly ever thinks abouthis mother, and
simplygetsonwith his job, enjoyshissociallife, andalwayssleepssoundly, thenthat
is not a caseof longing. He mayregret herabsence(anattitude),but hedoesnot long
for her (anemotion).Longing for someonerequiressomethingmore,namely(v) not
easilybeingableto put thoughtsof thatsomeoneout of one’s mind. Thoughtsof the
longedfor onewill returnwilly nilly. (Thoughperhapsnot in mild longing!) This is
not justamatterof definition: it is a factthatsomehumanmentalstatesinvolvepartial
lossof controlof attention.

You cannotlosewhat you have never had. So a requirementfor beingin such
a statesis having the ability sometimesto control what one is thinking of andalso
beingablesometimesto losethatcontrol.Thispresupposesaninformationprocessing
mechanismsomepartof which cancontrolwhich informationis beingprocessed,but
which is not always in total control. Deeplonging for one’s motherinvolvespartly
losingcontrolof thoughtprocesses,a perturbantstate.An incompletegraspof these
ideasgivesrise to a confusednotionof freewill which appearsto somepeopleto be
inconsistentwith causation(contrastFranklin,1995).

I call theseperturbantstates‘tertiary emotions’,asexplainedbelow. Otherex-
amplesareanger(Sloman,1982),grief (Wright, Sloman& Beaudoin,1996),guilt,
jealousy, excited anticipation,infatuationandmany others. We shall seebelow that
suchperturbantstatesarisein an architecturewherea high level control mechanism
sometimeslosescontrol. Thatcapabilityis not oneof its functionsbut is a sideeffect
of otherfunctions.Suchstatescouldalsooccurin someintelligentrobots(Sloman&
Croucher, 1981).

4.4 Whatsort of architecturecouldsupportbeingin love?

Therearemany otherstateswhich characteristicallyinvolve partial lossof controlof
attention.This is oneof thedifferencesbetweenloving someoneandbeingin love.

X is in lovewith Y IMPLIES X’s thoughtsare constantlydrawnto Y
Love in generalis an attitudeandneednot be emotional:You canlove membersof
your family withoutconstantlydwellingonthem.Youcanalsoloveyourcountry, love
theorganisationyou work for, love football, love themusicof Mozart,without any of
theseconstantlyfloodingyour thoughts.

Loving your country doesnot involve thinking about it most of the time, but
only whensomerelevant informationor decisionturnsup. The restof the time the
love is just oneamongmany dormantdispositions– but real all the same.Being in
love is not sopassive: thoughtsof thebelovedwill returnwhenthereis no particular
reason.In extremecases(infatuation)it maybevery difficult to think aboutanything
else. Likewise in extremegrief. However, even extremeemotionscan temporarily
becomedormantwhile someurgentand importanttask,or a gripping movie, holds
one’s attention.To explain all this we needto understandtheunderlyinginformation
processingarchitecturewhichmakesattendingandthinkingpossibleat all, andwhich
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accountsfor the possibility of redirectionof attention. Explaininghow we can lose
controlof our thoughtsfirst involvesexplaininghow wecanhavecontrol.

5 Ar chitectural layers

5.1 Anarchitectureexplainsa collectionof statesandprocesses

A particular information processingarchitecturewill supportsomestatesand pro-
cesses,but not others. Someproblem-solvingprocessesrequirean architecturein-
cluding a procedureinvocationstack,providing an ordered‘memory’ of unfinished
procedures.A condition-actionrule interpreterwith no explicit stackmakes it hard
to implementstrategies requiring deeplynestedactions,althoughit provides good
supportfor opportunisticinformationprocessing.An architecturewhich includesboth
a stackandmechanismsfor explicitly inspectingor changingits contents,will beless
restrictive thanonewithout.

An architecturein which thereis alwaysonly oneprocessactivemakesit hardto
implementself-monitoringandself-control,whereasanarchitecturesupporting(phys-
ical or virtual) concurrentprocessesmakesit easierfor oneprocessto inspectthestate
of another, andinterruptor modulateit, e.g. if loopingis detected.

An informationprocessingarchitectureexplainsavarietyof statesandprocesses
somewhat asthe atomictheory, a theoryof the architectureof matter, generatesand
explainsavarietyof typesof physicalelementsandchemicalcompounds.

Our knowledgeof information processingarchitecturesis still very primitive.
Studyingawiderrangeof architectureswill extendourability to explainhow different
collectionsof competencesarepossible.Eacharchitectureprovidesa framework for
generatinga family of descriptive andexplanatoryconcepts.We canexpect to find
differentarchitecturesin differentsortsof humans(including infantsandpeoplewith
braindamage,etc.),differentsortsof animalsanddifferentsortsof artificial agents.

5.2 A conjecturedarchitecture for adult humans

Within an architecturewe candistinguishperceptualsubsystems,motor subsystems
andmorecentralmechanisms.I conjecturethat in adult humansall of theseconsist
of layerswith differentlevelsof sophisticationwhich evolvedat differenttimes,and
whicharesharedwith differentnumbersof otheranimalspecies,andexplaindifferent
aspectsof humanmentality, for instancedifferenttypesof emotions.The layersact
in parallelandboth cooperateandcompetewith eachother. The different ‘layered’
capabilitiesin sensoryandmotorsubsystemsevolvedto work with thedifferentcentral
layers.All thishassomesimilaritiesto many othertheories,e.g.(Craik,1943;Minsky,
1987;Damasio,1994;Dennett,1996;Mithen,1996).

5.3 Threetypesof sub-architecture

The central layersare (1) a very old reactivelayer, found in all animals,including
insects),(2) a morerecentlyevolved deliberative layer, found in varying forms in a
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subsetof otheranimals,(3) an even more recentlyevolved meta-managementlayer
providing self-monitoringandself-control,perhapsfoundonly in otherprimates,and
probablynotin veryyounghumaninfants.I.e. thearchitectureof anadulthumanis not
presentatbirth, but resultsfrom aboot-strappingprocess.Eachlayeris acollectionof
cooperativesub-mechanismscombiningto performacollectionof internalor external
functions.Additionalmodulessupportor modulatethethreemainlayers:
(a) Oneor moreglobal alarm systemsable to detectpatternsrequiring rapid global
reorganisationof internalandexternalbehaviour. Comparethe interruptmechanisms
discussedby Simon (1967) Oatley and Johnson-Laird(1987), and the role of the
amygdalain thetheoriesof LeDoux(1996),Damasio(1994).
(b) Associativecontent-addressableinformationstores,essentialfor ‘what if...’ delib-
erations,andfor predictingwhatis likely to happennext (Craik,1943).
(c) Mechanismsgenerating,comparing,selectingand prioritising motives (Simon,
1967;Sloman& Croucher, 1981;Beaudoin,1994;Beaudoin& Sloman,1993).
(d) Global quantitative and qualitative control subsystemswhich accountfor mood
changes,differencesbetweenwakingandsleep,typesof arousal,etc. Someof these
global controls in brainsusechemicalmechanisms,but similar functionsmight be
implementeddifferentlyin artificial agents.

5.4 Layeredperceptualandmotorsystems

Perceptualmechanismsneedvarying degreesof sophisticationfor their tasks. The
contribution of vision to posturecontrol usesrelatively simple optical flow detec-
tion. Segmentationand recognitionof objectsin a scenerequiresmore global and
knowledge-basedprocessing.Seeinga roomfull of peopleasa ‘party’ or a ‘seminar’
or as‘highly charged’requiresfarmoreabstractandsophisticatedformsof processing.
Learning to read text or sight-readmusic involves different collectionsof layered
abilities(Sloman,1989).

Someaction mechanismsare old and relatively primitive, suchas contracting
muscles,raisingor loweringa leg, clampingjaws shut. More abstractactionsinvolve
considerablesensori-motorcoordinationsuchaspicking up a large,heavy, unwieldy
andunfamiliar object. Someactionsusetools asan extensionof the body, suchas
parkinga caror feelingtheshapeof a holewith a probe.Therearealsosemantically
veryrich actionssuchasutteringasentence,playingamusicalphraseontheviolin, or
makingcourtly gestures.The‘layering’ of sensoryandactionsystemsis obscuredby
thinkingof suchsystemsonly asinput andoutputtransducers.

5.5 Evolutionbycopyingandmodifying

Someof themechanismsmight have evolvedfrom simplermechanismsvia thecom-
mon biological processof copying thenmodifying. For instancedeliberative mech-
anismsusedfor planningrequirean associative storeof information aboutactions
possiblein varioussituationsand their consequences.This might have evolved by
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copying an older reactive associationmechanism. The new mechanisminsteadof
merelyreactingto its input by producingcontrol signals(‘do this next’) might have
answered‘what if ’ questionsaboutpastactions,aspart of a learninganddebugging
mechanism.Laterit couldanswer‘what if ’ questionsaboutfutureactions.(Or perhaps
planningcamefirst?)

All this requiresanability to synthesisehypotheticalcontext descriptionsto feed
into the memory, insteadof usingonly currentsensoryinformationto drive it. That
might have resultedfrom earlierdevelopmentsproducinghigh level perceptualmech-
anismsableto createabbreviatedabstractdescriptionsof externalobjectsor situations.

Suchdevelopmentscould involve multiple evolutionary stages,not yet under-
stood.Perhapsaself-monitoringmeta-managementmechanismwasevolvedby copy-
ing theglobalalarmsystemandthenchangingits activities, includingmakingit more
amenableto rule-basedcontrol, and allowing it to usedeliberative strategies. This
would bemuchslower andmoreflexible thananalarmsystem.Moreover, with rule-
learning,it canimprove itself, andbeinfluencedby aculture.

5.6 Differentlayersexplaindifferentsortsof emotionalprocesses

We candistinguishat leastthreemajorcategoriesof emotions,explainedby thethree
sortsof processinglayers.
(1) Primary emotions(Damasio,1994;Picard,1997). Theseareprimitive emotional
states(like being startled, terrified, sexually stimulated)basedon the old reactive
layer andglobal alarmsystemsharedwith many otheranimals. Patternsin sensory
inputsaredetectedby theglobalalarmsystemwhichrapidlysendsoutawiderangeof
controlsignals,somecausingphysiologicalchangesproducingor preparingfor action.
Comparerobotsprogrammedto ‘freeze’assoonasahumangetsdangerouslyclose.

(2) Secondaryemotions. Thesestates(like being anxious,apprehensive, relieved,
pleasantlysurprised)are generatedin the deliberative layer, in which planscan be
createdandexecuted,risks noticedin advance,progressassessed,successdetected,
etc. They dependon the ‘what if ’ representationalcapabilitiesprovidedby a deliber-
ative mechanism.Someemotions(like relief that an accidentwasavoided) require
counterfactual information about the past (what might have happened). An alarm
systemdetectinga featureor patternin the contentsof currentthoughtsor problems
canbetriggeredto producea rapidglobalreaction,or changeof state(e.g.producing
nervousnessand therebymore attentionto detail, raisedinterrupt thresholds,more
cautiousmovements,etc.). Detectionof success,or recedingdangercould trigger
reversionto a morenormalstate,asin relief.

Damasiocalls emotionstriggeredby suchcognitive processes‘secondaryemo-
tions’. In chapterseven(especiallypage137)Damasio(1994)suggeststhatsecondary
emotionsalwaysactivatethesamephysiologicalmechanismsasprimaryemotions(Pi-
cardusesthephrase‘senticmodulation’).However ‘always’ is anover-generalisation.
Thereareconsiderableindividual differencesregardingwhethersecondaryemotions
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triggeredby cognitive processesproducephysiologicalchanges.Themoreimportant
featureof secondaryemotionsis theability of somethinglike thealarmmechanismto
redirectmentalprocesses,so that, for instance,dangersandopportunitiesarenoticed
andappropriateactionsconsidered.Moreoveremotionalmaturitysometimesinvolves
suppressingnormalphysicalreactionsanddealingwith emotion-generatingphenom-
enaentirelymentally. (Not everyonecando this.) Purelymentalprocessesneednot
becold andunemotional. On thecontrary, they canberich in evaluative contentand
powerful in their effectson othermentalprocesses,aswhenhorrific news grips our
attentiondespiteour bestefforts to think of somethingelse.

We canthereforedistinguishpurely central secondaryemotionsfrom peripheral
secondaryemotionswhich invoke thebodily mechanismsusedby primaryemotions.
Steve Allen alertedme to Damasio’s chaptereight (page184), wherehe explicitly
adoptsa similar position,suggestingthat in somecasesthereare“as if ” mechanisms
whichbypasstheroutethroughthebody, sothat“the prefrontalcorticesandamygdala
merely tell the somatosensorycortex to organiseitself...” in a patternthat it would
have assumedif signalshadcomethroughthebody. (Damasio’s ideasin thatchapter
havemuchin commonwith theideaspresentedhere,includinghisspeculationsabout
therole of ancientinsect-likemechanismsin humanbrains.)

(3) Tertiary emotions. Theseare typically humanemotionalstatesinvolving partial
lossof control of thoughtprocesses(perturbance),e.g. statesof feeling humiliated,
infatuated,guilty, or full of excitedanticipation,whereattemptsto focusattentionon
urgent or importanttaskscan be difficult or impossible,becauseattentionis drawn
back to the focus of the humiliation or infatuation,etc. This can happendespitea
meta-managementdecisionto attendto somethingelse.

Thesefit thedefinitionof secondaryemotions,but involvesomethingmore,namely
partial lossof control of attention. This is possibleonly if thereis somethingwhich
normallyprovidesthatcontrol. Only thendoesthenotionof ‘losing control’ become
relevant. Without meta-managementyou cannotexplicitly evaluatethe possibility
of attendingto A and to B, and then decideto attendto B becauseyou judge that
better. Without meta-management,an alarmmechanismor othermechanismcannot
undermineadecisionbasedonanexplicit judgementthatit wouldbebetterto attendto
or think aboutB. Onlyif thereis a control mechanismcancontrol belost. Thustertiary
emotionsrequireaparticularlysophisticatedinformationprocessingarchitecture.

Not only meta-managementcanredirectattention.Normalprocessesof deliber-
ation involve shifting attention,e.g. switchingattentionto new goals,andswitching
from thinking aboutendsto thinking aboutmeans. Reactive mechanisms,e.g. de-
tectingsomethingbright or somethingmoving, or detectingutterancesof one’s own
name,canredirectperceptualresources.A deliberative systemmay have many sub-
processescompetingfor attention,perhapsusing a network combiningconnection
weightsand activation levels. A meta-managementmechanismexplicitly evaluates
andselectsalternative foci of attention,recordingthatthis hasbeendone.Putanother
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way: just asexternalbehaviourcanbeeitherreactiveor deliberative, socaninternal
behaviour. And in both casesthe reactive mechanismscan sometimesdefeatthe
deliberativemechanisms.

Furthersubdivisionsarepossible,of course. For instance,not all perturbances
are emotional: emotionsinvolve strongevaluationsas well, and thereare different
sortsof evaluations:selfish,ethical, etc. I have no idea to what extent non-human
animals(e.g. bonobos)have suchself-monitoringand self-evaluatingcapabilities.
They may have simplerversionssupportinga different rangeof emotionsinvolving
someself awarenessandself evaluation. This is a topic requiringempiricalresearch
andtheoreticalanalysisof new architectures.

By usinganarchitecture-basedframework for definingdifferentclassesof emo-
tions,andrelatednotionslike ‘mood’, ‘desire’, ‘enjoyment’ and‘pain’, not discussed
here,we avoid much argumentationat cross-purposesaboutemotions,becausethe
theorysupportsarangeof types.Dozensof differentdefinitionsof ‘emotion’havebeen
proposed.We cannow seethatthereis no point arguingaboutwhich of N definitions
is correct if thereare N typesof phenomenaall of which needto be studiedand
explained.It doesnotmatterwhetherwecall them‘emotions’or not. Thephenomena
areimportant,not their names.

In variousprevious publications,e.g. (Sloman,1992),I focusedmainly on ter-
tiary emotions,becauseI thoughtthey wereof mostinterestandimportancein human
interactions. I mentionedother kinds e.g. reflexes and startlesand also the types
discussedby Oatley andJohnson-Laird(1987),but did not have a clearview of how
thedifferenttypescouldfit into acommonarchitecture.

6 Differ ent architectural layersand evolution

Thethreelayerscannow bedescribedin a little moredetail. Diagramsareusedvery
impressionisticallyto indicatesomeof thefeaturesof thedifferentmechanisms.

6.1 Reactivemechanisms(Figure1)

Reactive mechanismsevolvedvery earlyandarewidespreadin plants,insectsandall
otheranimals.Themorerecentlyevolveddeliberativemechanismshave not replaced
theoldermechanisms,but functionalongsidethem,but not necessarilyalwaysdomi-
natingthem.

Themainfeatureof reactivemechanismsis their inability to contemplate,evalu-
ate,andselectpossiblefuturecoursesof actionorotherhypotheticalpossibilities.They
canmerely reactto actuallydetectedinternalor externalsituations. In otherwords
they cannotconsidernovel optionsbeforeselectingthem,or createnew plans. They
merelyact,thoughsomeof theactionsareinternalandsomeexternal.Figure1 crudely
depictsa fairly sophisticatedreactive architecture,including alarmmechanisms,and
thelayeredsensoryandmotorsystemsdescribedbelow.

Reactive systemsare very varied. They may be composedof purely analog
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Figure1: Reactivesystemswith alarms: emotionalants?
Internal reactivemechanismsmay be chained together and may involve feedback
loops,andchangeable‘statevariables’.Horizontalbarsseparatelayersof abstraction
in sensoryandmotorsystems.Two-headedarrowsindicatetwo-wayflow, or feedback.
Texturedarrowsrepresentfastlinks to andfromtheglobal alarm system.

(continuous),purely digital, or a mixture of analogand digital mechanisms.They
maybetotally environmentdrivensothat thesameenvironmentalwaysproducesthe
sameresponse,or partly statedriven so that changeableinternalstateshelp to select
actions.Detectedneedscanchangeinternalstatessoasto modify subsequentselection
amongactions.(Thesearesometimescalleddrives.) Thisconstitutesa primitiveform
of goal-directedthoughpurelyreactivebehaviour. CompareNilsson’sTeleo-Reactive
programs(1994).

Plantshave many uncoordinatedreactive mechanisms.Animals with a central
brainhave morecoordinationandglobalcontrol. A colony of suchanimalscanoften
bethoughtof asa higherlevel reactiveorganismwith totally distributedcontrol.

Within the brain of a reactive animal, the internal routesbetweensensorsand
effectorsmaybemoreor lessindirect. Dif ferentindirect routesmayoperateconcur-
rently, processinginformationat differentlevelsof abstractionfor differentpurposes
(e.g. controllingpostureanddetectingfood). Theprocessingmaybeuni-directional
or mayuseinternalfeedbackloops.Someloopsmaybechained:e.g.moverandomly
until food visible, thengo towardsfood until it is graspable,theneatit until satiated,
etc.

Reactive systemsmay be very fastbecausethey usehighly parallel implemen-
tations. This may lead to simultaneousactivation of different actions. Sometimes
different actionscan be performedin parallel, or combined,using somethinglike
vector addition (e.g. increasingspeedand increasingangle of turn). If they are
inconsistenta selectionmechanismis required,e.g. symbolicpriority rules,winner-
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takes-allneuralnets,or asimplevotingmechanism.

Layeredsensoryandactionsubsystems.
Short horizontallines in the diagramindicatedivisionsbetweensensoryand motor
processesoperatingat differentlevelsof abstraction.For instance,somereactionsde-
pendonrelativelysimplemeasuresof opticalflow or contactpressure,while othersuse
moresophisticatedandglobalperceptsproducedby complex interpretive procedures
classifyingentitiesin theenvironmentrelevantto higherlevel decisions(e.g.recognis-
ing somethingasa shelter, or asdangerous).Likewiseactionsmaybesimpleinternal
or external changes(e.g. contractionof a particularmuscle)or more sophisticated
hierarchicallycontrolledactions. Feedingoften requireshigh level coordinationof
limbs(graspingfood)andjaws. Many formsof running,jumping,flying, nest-building
andmatingrequireverycomplex coordinationof complex collectionsof muscles.

Moreflexible reactivesystems.
Somechainedreactionsinvolve innatelydeterminedsequencesof internalstatesim-
plementingplansselectedbyanevolutionarymechanismandencodedin genes.Others
maybea resultof new links producedby learning.Althoughpurely reactive systems
arerigid in thatthey cannot‘think ahead’creatingandevaluatingnew plans,they may
uselearningmechanismsto alterweightslinking conditionsandactions.Wheresome
actionschangeinternalstatesforming conditionsfor subsequentactions,learningcan
beusedto chainsequencesof responsesto producetheeffectof learntplans,provided
thatthearchitecturealreadyhaslinks which learningcanstrengthen.

Furtherflexibility can be achieved by allocating internal storagefor different
contextswhichcanbeturnedonandoff (or variedcontinuously),to modulatereactive
behaviours. Yet moreflexibility canbeachievedby allowing internalreactionswhich
createsimple temporarystructures,for instancerepresentinggoals(e.g. ‘catch that
animal’, ‘find ahidingplace’).

Global alarmmechanisms.(Figure1)
If chainsof internal reactionsintervenebetweensensoryinput and corresponding
output, this may sometimescausefatal delaysor missedopportunities. Somesort
of global ‘override’ mechanismcould deal with this: an ‘alarm’ mechanismwhich
allowsrapidredirectionof thewholesystemin responseto detectedpatternsindicating
opportunitiesor dangers.Thealarmmechanism,whichmightbeeitherentirelyinnate
or partly trainable,couldbe simply anotherreactive sub-systemwith inputsfrom all
partsof theorganismdriving a fasttrainablepattern-recogniserableto triggeroutputs
to all partsof the system. Normally it would do nothing, but when turnedon by
appropriateconditionsit could rapidly redirect the rest of the organismto produce
freezing,attacking,feeding,fleeing,mating,attending(suddenhigh alertness),more
generalarousal,or morespecificinnateandlearntresponses.
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It appearsthat suchsystemsfirst evolved a long time ago: many animalshave
oneor moreglobal alarmmechanisms.Thebrain stemandthe amygdalaboth seem
to implementalarmsystemswhich evolvedat differenttimes. Dif ferentglobalalarm
mechanismscould specialisein particular typesof activation patternsand response
patterns.Primaryemotionsin vertebratesappearto be implementedin suchsystems
(LeDoux,1996;Goleman,1996).

Robotsandsoftwareagentsdo not yet have all thecharacteristicsof thereactive
architecturesdescribedhere.However, therehasbeena lot of work in roboticslabson
reactive systems(muchof it inspiredby Rodney Brooksat MIT), andit is very likely
thatmoreandmoresophisticatedinsect-like,or lobster-likecreatureswill emergefrom
suchlaboratoriesin thenext few years,andalsosoftwaresystemscontrolling chem-
ical plants,power stations,etc.,all with the capability to have the sortsof primitive
emotionssketchedhere.

Whetherthey will knowthey havethem,andwhetherantsfleeing‘in terror’ know
they areterrifiedis anotherquestion.Thethird architecturallayersketchedbelow can
explain self-awareness.We mayhave to getusedto the ideathatwithout it reactions
of terror andotherprimitive emotionsmay occurwithout beingexperiencedassuch
by the organism.This couldbeequallytrueof new-bornhumaninfants,if they lack
thethird layerdescribedbelow. Thesuggestionmayseemrepugnant,but thatdoesnot
make it false.

6.2 Architectureswith deliberativemechanisms(Figure2)

A deliberative mechanismprovides capabilitiesmissingfrom reactive mechanisms,
especiallytheability to achieve anobjective, in a new situation,by chainingtogether
anovel sequenceof actions.A reactivesystemmaybeableto invokeanexistingplan,
e.g.if aneedis detectedandallowedto triggerasequenceof context-drivenreactions.
But thatpresupposesa pre-existing implicit or explicit plan,producedby evolution or
previously learnedchainedresponses.

Novel complex actionsmaybediscoveredby a reactive explorerusingtrial and
errorwith reinforcementlearning,but this canbe dangerousandtime consuming.If
a systemhastheability to do hypotheticalreasoningit cansearcha spaceof possible
actionsequencesuntil it findsasuitableplan,asCraikpointedout (Craik,1943).This
requiresa content-addressableassociative memorystorewhich cananswerquestions
like: ‘What actionsarepossiblein situationX?’ and ‘What effectswould follow if
actionA wereperformedin situationX?’ ‘Which actionsarerelevantto agoalof type
G?’

A systemableto createpotentialnew plansto evaluaterequiresare-usablemem-
ory in whichto build partialplansbeforeselectingthem.Thetree-likestructuresin Fig-
ure2 indicatepartially constructedpossiblyhierarchicalsolutionsto problems.These
arein there-usablework space.Thisre-usewill maketheprocessof explorationserial.
Thereareotherreasonswhy deliberativemechanismsmustbesequential(digital) and
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Figure2: Hybrid reactiveanddeliberativearchitecture, with global alarms.
Now the deliberative layer also has links to and from the alarm system. A filter
with dynamicallyvaryinginterruptthresholdprotectstheresource-limiteddeliberative
layer whendealingwith tasksthatare important,urgentandresourceconsuming.

discrete,andrelatively slow. For instance,evenif theassociationstoreoperatesusing
a highly parallelanddistributedneuralimplementation,it could still be restrictedto
answeringonequestionat a time.

Extendingthealarm mechanism.
As before, alarm mechanismsmay be useful for rapidly redirectinga deliberative
systemwhendangersand opportunitiesare detected.Stateswithin the deliberative
layer could also feed into the alarm system,alongsidesignalsfrom sensorsand re-
active mechanisms.Similarly thealarmsystemcouldsendinterruptsandredirection
signalsto thedeliberativemechanisms,re-directingattentionor changingthemodeof
processing.This is indicatedcrudelyin Figure2.

An attentionfilter.
A fast-changingenvironmentcancausetoo many interruptsandfrequentre-direction
of attention,with moretime spentswitchingbetweendeliberative tasksthanactually
solving the problems(like a thrashingoperatingsystem). It may be important to
prevent interruptionsand diversions(e.g. by new goals)when the current goal is
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very important, urgent and cognitively demanding. A partial solution could be a
variable-thresholdinterruptfilter, depictedin Figure2. Thismightalsosuppressglobal
alarmsignalsundersomecircumstances(e.g. soldiersin battlenot noticing injuries).
However, asarguedin (Sloman& Croucher, 1981;Wright,Sloman& Beaudoin,1996)
the priority and filtering mechanismsmust be fast which meansusing unintelligent
processes,sometimesleadingto undesirableinterruptionsandemotionalstates.

Savingnew plansfor reuse.
Usefulnew plansgeneratedby deliberativemechanismscanbetransferredto thereac-
tivesystem(thecerebellum?),perhapsasaresultof repetitiveoperation.Storingthem
in thereactivemechanismmaysupportmuchfasterthoughlessflexible execution.

6.3 Theneedfor self-monitoringi.e. meta-management(Figure3)

A deliberative mechanismneedsstrategiesfor deliberating.Thoseproducedby evo-
lution may be too rigid for changingphysical and social environments. A meta-
managementlayer allows deliberationprocessesto be monitoredand improved e.g.
learningto raiseinterruptthresholdsduring‘busy’ states,or noticingthatcertainplan-
ning methodsfail in certainconditions. Suchlearningmay reducefailure in delib-
erative tasks,reduceinterferencebetweengoals,detecttime wastedon unsolvable
problems,etc.Flexibility is evengreaterif meta-managementcanuserules,categories
andvaluesabsorbedfrom thesurroundingculture.

The ability to attendto andcategoriseinternal stateshassubtleconsequences,
which may have influencedevolution of self-monitoringcapabilities. Parentscan
diagnoseachild’sproblemsmoreeasilyif thechild canattendto anddescribeinternal
symptoms.Comparedescribingvisualexperiencesto anoptician,or telling a dentist
which tooth hurts. Attending to intermediatevisual data-structuresis requiredfor
drawing accurately:noticing how things look (e.g. elliptical) as opposedto seeing
how they are (e.g.circular). (This couldexplain theexistenceof qualia.)

Further extensionof thealarm mechanism
The alarmmechanismdescribedpreviously could be extendedwith inputsfrom and
outputsto meta-managementprocesses,allowing alarmreactionsto be triggeredby
and to modify meta-management.Alarm systemsrequire rapid reactions,so they
mustdependon fast,andthereforeshallow, patternrecognitionratherthandeepanal-
ysis. Consequently, alarm processeswill not always be optimal and someof the
interruptionsand redirectionswill be undesirable. Tertiary emotionsinclude such
cases.Perhapssomeaddictions,obsessions,andsomeattentionaldisordersdepend
on transformationsin thealarmmechanism.

Limitationsof meta-management
Self-monitoring,self-evaluationandself-controlareall fallible. No systemcanhave
full accessto all its internalstatesandprocesses,on pain of infinite regress.Prefer-
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Figure 3: Towards a human-like architecture, with reactive, deliberative and meta-
managementmechanisms.(Alarmmechanismsnotshown)

encesusedin selectionandself-evaluationmaybeerroneousor ill-judged (e.g. self-
evaluationbasedonreligiousindoctrination).Controloverdeliberativeprocessesmay
be partial, e.g. becausethe global alarm mechanismscannotsafely be suppressed
completely, or becauseof loudnoises,addictions,etc.

Figure3 givesa crudeindicationof thesortof threelayeredarchitecturewe are
discussing,includingshowing (very inadequately)thatperceptualandmotorsystems
arealsomulti-layered.The alarmsystemis not shown becausethat would make the
figure too cluttered(compareFigure2). To envisagetheadditionof analarmsystem
in Figure3 imagineanoctopuson onesidewith tentaclesextendinginto all theother
sub-mechanisms,gettinginformationandsendingoutglobalcontrolsignals.

6.4 Non-semanticcontrol

Thesortsof meta-managementcontrolsketchedabove involveprecisedirectionof at-
tention,or invocationof astrategyor evaluationof somestate.Theseprocessesinvolve
semanticcontent,e.g. referenceto objectsof attentionor actionsto perform. There
is anothertype of control which producesglobal quantitative changes,for instance
changingspeedof operations,or degreeof perseverance,or thresholdsfor attention
diversion,or likelihoodof adoptingrisky strategies. Someof thesecanbe described
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aschangesof mood. In animalsa very complex chemicalinfrastructureis involved
in someof thesegeneralcontrolchanges,asindicatedby theeffectsof hormonesand
drugs,including,for instance,producingor alleviatingdepression,producingeuphoria
or hallucinations,reducingprecisecontrolof thoughtsor actions.Thechemicalinfras-
tructurecanbeinfluencedby alcoholandotherdrugs,smoking,disease,aswell asby
mentalprocessesandnaturalbodily cycles.

Somepeopleacceptthat architecturalfeaturesoutlinedearliercould be imple-
mentedin computer-basedsystems,but doubtthat functionsbasedon chemicalpro-
cessescanbesimulatedcomputationally. Thatis anempiricalquestionwhoseanswer
will dependon the precisenatureof thesefunctions. It may turn out that equiva-
lent non-semanticcontrol functionscould usealternative mechanisms,for instance
electronicanalogdevicesor even software control mechanisms.It is easyto usea
global realvariableto have a globaleffect analogousto concentrationof a chemical.
Replicatingspatiallyvaryingconcentrationsrequiresa little moreingenuity.

7 Somequalifications and implications

7.1 Variability in meta-management

Meta-managementneednot usea rigidly fixed collectionof strategies. It shouldbe
modifiableby learning,sothatonecandetectnew aspectsof one’s mentalprocessing
andevaluatethemor controlthemin new ways.Exampleswouldbelearningto detect
thatone’s graspof a topic is confused,or thatoneis deliberatingin a selfishway; and
learningto disapproveof thatsortof deliberation(whichdoesnotcomenaturally).

Insteadof beingrigid andmonolithic,meta-managementstrategiesmay be dif-
ferentin differentcontexts. Sothesystemmaybethoughtof as‘occupied’by different
‘control regimes’at differenttimes,for instance:beinga gentleparentat home,then
driving acaraggressively, andbecomingacold andruthlessmanagerat theoffice.

Perhapsthis is relevantto multiple personalitydisordersandothersortsof prob-
lems which lead peopleto seektherapy? This suggestsmany empirical questions.
What arethe ‘role-switching’ mechanisms?How canthey go wrong? Canabusein
infancy producelong termdamagein thearchitecture,andif sohow?

Someof the statesand processesdescribedhere,especiallysomeof the high
level emotionalstatesin which thereis a partial (andsometimesundesirable)lossof
control, arenot producedby mechanismswhich evolved to producethem. They are
side-effects, or emergent featuresof interactionsbetweenseveral mechanismswith
otherfunctions.Thusit is pointlessaskingwhatthefunctionsof suchstatesare.

In particular, themoresophisticatedsecondaryandtertiaryemotionsarenot di-
rectly implementedin anemotionalmechanism,evenif thesimplerprimaryemotions
aredirectly implementedin aglobalalarmsystem.

More generally, not everythingsupportedby a mechanismis partof its function:
multi-processingcomputeroperatingsystemssupportthrashing,but do not have a
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thrashingmechanism! In someheavy load conditionsthey simply do far too much
pagingandswappinginsteadof doing usefulwork. So somefunctionalmechanisms
have dysfunctionalconsequences.In somecasesadditionalmechanismscan detect
thoseconsequencesandtakecorrectiveaction,asin anoperatingsystemwhichdetects
thatit is thrashingandpreventsany new processesfrom startingup.

Sometimesaside-effectturnsoutto havebeneficialconsequences,whicharethen
exploited for their effects. A personwho finds that certainkinds of distressgenerate
sympathyand supportin others,may ‘learn’ to be distressedmore often and in an
exaggeratedway. Likewise, a teachermay discover that real angercan be usedto
controla classroom,andlearnto becomeangry. (Second-orderfunctionality.)

7.2 Formsof learninganddevelopment

In suchacomplex architecturetherearemany differentformsof developmentor learn-
ing that canoccur, including: addingnew capabilitiesto existing modules,creating
new modulesto extendthearchitecture,addingnew links betweenmodules,extending
theformalismsusedwithin a module(e.g. learninganew language,or anew notation
for mathematicalreasoningor music),storingnew factsandassociationsin the long
term factualmemory, copying a new plan or strategy developedby the deliberative
mechanisminto the reactive mechanisms,therebycreatingnew reactive skills. In
humansthis kind of copying usesrepetitionof actions,with the deliberative system
apparentlysupervisingthetraining(or re-training)of thereactivesystem.

Differenttypesof learningcanbeexpectedin differentpartsof thearchitecture.
For example,perceptualmechanismsmay learn to usenew high level categoriesin
classifyingor interpretingperceived events. Examplesare learningto readtext or
music fluently. In fluent readingthe new perceptstrigger internal actions. Action
subsystemsmaylearnto producenew complex orchestratedbehavioursin responseto
moreabstract“instructions”from thecentralmechanism.

Somenew meta-managementstrategies,e.g. attentioncontrol strategies,seem
to be producedby certainkinds of training, e.g. in meditation. The influenceof
a cultureoperatingon the meta-managementlevel canleadan individual to develop
new ways of categorising and evaluating internal states,new forms of motivation,
new motive generators,and new motive comparators,thoughmuch work needsto
be doneto explain how this works in detail. Cultural learningcanvastly speedup
learningby individuals. Formsof loving arealsoinfluencedby theculture,including
disappointmentscausedby unrealisticculturally generatedexpectations.

Somesubtlekindsof learningseemto involve thesuppressionof innateor pre-
viously learntreactions.For instanceemotionalmaturityincludeslearningto suppress
or ignoresomeof thereactionsof theglobalalarmsystem.Thismayincludelearning
new strategiesfor adjustingtheattentionfilter.

Whenasystemcanbechangedin somany differentways,it is to beexpectedthat
in additiontherearealsomany waysin which damage,disease,or geneticdisability
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canchangethe systemso asto interferewith its functioning. I suspectmostprofes-
sionalsconcernedwith the identificationandtreatmentof suchproblems,whetherin
education,counselling,psychiatry, etc.areawareof at mosta tiny subsetof thethings
thatcanhappen.Perhapstheseideaswill leadto helpfulexpansionof therapies.

7.3 There is nouniquearchitecture

Many of the ideassketchedhereare speculative. One problemis the difficulty of
inferring architecturefrom known capabilities,sincealternative architecturescan in
principleproducethesameperformanceover a life time,asalreadyremarked. Yet by
analysingthetrade-offs we maybeableto rule out theoreticallypossiblecases.

For instance,apurelyreactivesystemcouldin principledoeverythingthatcanbe
doneby a systemwith deliberative capabilities.However, thetime requiredto evolve
a collectionof reactive behaviours large enoughto cover the actionsthat a particu-
lar planningsystemcould generatemay be too long for the history of the universe.
Moreover, storingthemmight requirea brain too large to fit on theplanet,andDNA
moleculesmight betoo smallto encodethemall. (Eventhegametreefor chesscould
not befully encodedin any physicalsystem.)

It may be that evolution ‘discovered,’ as AI designershave, that a good way
to overcometheseobstaclesis to producesystemswhich aremodularin the manner
sketchedabove, and capableof explicit deliberationand planning. Or it may have
foundsomealternativemethodwhich wehavenotyet thoughtof.

Unlike behaviourist psychologistsandsomeAI researcherswho rejectexplicit
deliberation,I am inclined to regardhumanintrospection,andeverydayobservation
as providing at leastprima-facieevidencefor someof our capabilities. This gives
me good reasonto believe that peopleI know canplan many facetsof a trip to an
AI conferencewell in advanceof taking a taxi to the airport. Likewise I know that
peoplecanmemoriseand(sometimes)reliably reproduceor usepoems,stories,jokes,
algebraicformulae,rulesof many games,pianosonatasandmovesin a dance.They
canalsodo calculationsandproblem-solvingin their headsandreportmany of the
steps.All this is evidencefor theexistenceof somesortof symbolmanipulatingvirtual
machine,no matterhow it maybe implementedin brainmechanisms,andno matter
whatothermechanismsinteractwith it.

Evena besottedlover candreamaboutwhat he might have saidduring the last
encounter, plan what he shoulddo andsayat the next one,andspeculateaboutthe
thoughtsandfeelingsof theobjectof his attention.‘What if ’ deliberative capabilities
enrichedby humanlanguageseemto be centralto all aspectsof humanlife, even if
few otheranimalssharethem.

8 Conclusion

I havepresentedacollectionof ideassomeof which areveryspeculativewhile others
are largely basedon evidencegleanedover many years,including observation of a
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wide varietyof humansof all ages,andwhat I have learntfrom interactionswith re-
searchersfrom arangeof disciplinesincludingphilosophy, computerscience,biology,
psychologyandbrainscience,andreadingtheirwork. I havenottriedto presentall the
evidencethat inspiredthis work, sincethatwould make thepaperfar too long, andin
many casesI have not keptrecords.Many of theideasarenot original: muchcurrent
researchin AI involvesinvestigatingmechanismsof thekindsproposedhere.

With colleaguesand researchstudentsI am exploring someof the ideas(still
in a very simplified form) in computationalexperimentsusingtheSim agenttoolkit,
which runsunderPoplog,andwasspecificallydesignedfor suchexplorations.Code
anddocumentationcanbefoundat: ftp://ftp.cs.bham.ac.uk/pub/dist/poplog/

More detailedconceptualanalysis,for which there is insufficient spacehere,
would show that familiar mentalstatesandprocessessuchasseeing,deciding,won-
deringwhether, hoping,regretting,enjoying, disliking, learning,planningandacting
all involvevarioussubtleandimplicit sortsof informationprocessing.(Many relevant
ideasarein (Ortony, Clore& Collins,1988)).

Robotswith meta-managementcapabilitiesallowing themto attendto internal
virtual machinestates,including intermediatesensorydatabases,might discover that
they havequalia,andmight wonderwhetherhumansarezombies,sincethey arebuilt
quite differently. Work in progressexplainsthis in moredetail andarguesthatwhen
weunderstandthefull natureof thatinformationprocessingweshallseethatit suffices
to producewhatwe ordinarily understandby experience,consciousness,etc. (A draft
is accessiblevia my website,alongwith otherpaperselaboratingon theseideas.)

Ultimately the ideaswill needto be testednot on thebasisof theevidencethat
suggestedthem,but on the basisof their explanatorypower andability to generate
productive research. It takes time to distinguishwhat Lakatosreferredto as ‘pro-
gressive’ and‘degenerative’ researchprogrammes,andthereareno simplecriteriaof
adequacy, for reasonsI explainedin chapter2 of (Sloman,1978).Therearestill many
unansweredquestions,especiallyquestionsaboutthevarietyof informationprocessing
architectures,what their propertiesare,which onescouldevolve naturallyandwhich
can only be producedby explicit engineeringdesign. Investigatingthesequestions
requirescollaborationbetweenAI, Alife, Biology, Neuroscience,Psychology, Psychi-
atry, Anthropology, Linguistics,Philosophy, etc.Suchwork shouldnot only beof sci-
entificandphilosophicalinterest,but mayalsoleadto new developmentsin education,
therapy andcounselling.Peopleoftenneedprofessionalhelp,but theprofessionalsdo
not alwaysunderstandnormalfunctioningof theinformationprocessingarchitectures
with which they aredealing,andthereforecannotaccountfor failuresanddeviations
from normality, nor provide helpreliably exceptin a small subsetof cases.A deeper
understandingof information processingarchitecturesand ways in which they can
developor gowrongcouldhaveprofoundpracticalsignificance.

Artificial agentsmayalsoneedtherapy andcounselling,for thesamereasonsas
humans.And existinghumantherapiesmayfail on themtoo!
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