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Abstract:

Thereis muchshallav thinking aboutemotions,anda huge
diversityof definitionsof “emotion” arisesout of this shallov-
ness.Too oftenthedefinitionsandtheoriesareinspiredeither
by a mixture of introspectiorandselectve commonsensepr
by amisdirectecheo-behegiourist methodologyattemptingo
defineemotionsand other mentalstatesin termsof observ-
ables.Oneway to avoid suchshallavnessandperhapsven-
tually achieve corvergence,is to baseconceptsandtheories
on an information processingarchitecture which is subject
to variousconstraintsjncluding evolvability, implementabil-
ity, copingwith resource-limitedohysicalmechanismsand
human-lile functionality Within suchan architecture-based
theory we can distinguish (at least) primary emotions,sec-
ondaryemotionsandtertiary emotionsandproducea coher
enttheorywhich explainsawide rangeof phenomenandalso
partly explainsthe diversity of theories:mosttheoristsfocus
ononly asubsebf typesof emotions.

Keywords:affect,architectureartificial intelligence cognitive
science deliberatve, emotion, evolution, intelligence,meta-
managementnind, reactive

1. Intr oduction

Thestudyof emotionin cognitive scienceandAl has
suddenljbecomereryfashionablewith arapidly grow-
ing numberof workshopsgconferenceandpublications
on the topic. Of course,it is not a new topic, evenin
Al, asshovn by Simon's importantcontribution over
30 yearsago[14], andvariouspapersnearly 20 years
agoin IJCAI'81 including my first paperon this topic
[15]. Althoughtherearesomeexcellentsurweys of is-
suesconcerningemotions(e.g. [7, 11-13]),it is dif-
ficult for nenvcomersto the field to achieve a balanced
overview, andin consequencghereis a growing ten-
deng to presentsimplistic Al programsandrobotsas
if they justified epithetslike “emotional”, “sad”, “sur-
prised”, etc. Thisis similar to thetendeng, lambasted
long agoby McDermaottin [8], to usetermslike “goal”,
“plan”, “learn”, simply because¢hereareproceduresr
variableswith thesenamesn a program.

A typical manifestationof suchshallovnessis hav-
ing one or more emotionalstatevariableseither with
booleanvaluesthat canbetoggledor with a numerical
or “qualitative” rangeof valuesfor eachvariable. Such
modelsarehopelesslynadequatén accountingor typ-
ical humansocialemotionswhich arerich in semantic
contentfor instancebeinginfatuatedpr feelinghumil-
iatedbecaussomesilly mistake you madewaspointed
outby afamouspersonin alarge publiclecture.

2. Shallow modelsare not all bad

Shallov modelsmaynot matterif they have alimited
purposewhich is madeclear e.g. to entertain,or to
teachprogrammingpr to modelsomelimited aspecbf
controlof postureor facialexpressiongtc. | haveavery
shallov modelin which simulatedmobilerobotscanbe
in stategdescribedasglum, surprisedneutralor hapyy,
but this is nothing more than an elementaryteaching
tool. Studentglay with andextendit in orderto learn
agentprogrammingechniquesin thenearfuture,there
will probablybe a growing useof very shallov models
of emotionin computeentertainmentsThereis nothing
wrong with that, if they are successfuht entertaining.
However thatdoesnot necessarilynake themplausible
modelsof humanor animal emotions. They may not
evenbeusefulstepsin thedirectionof suchmodels.

Shallov modelscan sometimesplay a role in the
searchfor deepermodels. Building inadequatemod-
els, and exploring their capabilitiesand limitations is
oftenanessentiapartof the processf learninghow to
designmorecomplex andmore satisactorymodels,as
explainedin [1, 19].

3. How to achieve greaterdepth

A desirablebut rarely achieved type of depthin an
explanatorytheory is having a model which accounts
for awide rangeof phenomenaOne of the reasongor
shallavnessin psychologicaltheoriesis consideration
of too smallavarietyof cases.

If insteadof thinking only aboutnormaladulthumans
we consideralsoinfants,peoplewith brain damageor
diseaseandalsootheranimalsincludinginsectspacte-
ria, birds,bonobosetc.,we find evidencefor myriadin-
formationprocessinarchitecturegachsupportingand
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explainingaspecificcombinatiorof mentalcapabilities.
Yet more possiblearchitectureseachsupportinga col-

lection of possiblestatesandprocessesanbefoundin

robots,softwaresystemsaindmachinesf the future!

Thusconceptglescribingmentalstatesandprocesses
in one animal or machinemay be inappropriatewhen
describinganother Lik ewise,conceptgelevantto nor-
mal adult humansmay be inappropriatefor new-born
infants,victims of Alzheimers diseaseor anentertain-
ing robot which canbe madeto look happy, annged,
surprisedetc.

Although human adults seemto be innately pro-
grammedto attribute all sorts of mental statesto in-
fants,in factinfantsmaybeincapableof having someof
them. For instancea newborninfantmaybeincapable
of feelinghumiliatedif it lackstherequiredarchitecture.
It may even be incapableof feeling pain in the same
way asanadult,despitedisplayingcompellingexternal
symptoms.

It often goesunnoticedthat muchof what poetsand
novelistssayaboutus,andwhatwe sayaboutourfriends
andourseheswhengossippingor discussingour inter-
ests,loves, hopes,fearsand ambitions,implicitly pre-
supposeshat humansare essentiallyinformation pro-
cessingsystems. E.g. when poetsdistinguishfickle
liking which is easily diminishedby new information
and deep love which is not, they implicitly presup-
posethatnew informationcanhave effectson powerful
information-basedontrolstates.

By consideringpossibledescriptve and explanatory
conceptsgenerateddy a virtual madine information
processingrchitectuie we obtaina broaderanddeeper
explanatorytheorythanis normallyfoundin philosophy
psychologyor socialscience.Of course,suchatheory
shouldsatisfyempiricalconstraintsncludingevolvabil-
ity, implementabilityin neural mechanismsresource
limits, etc.

A comprehensie theoryof emotionsandothermen-
tal stategequiresa suney of typesof informationpro-
cessingarchitecturesoveringhumanf varioustypes,
otheranimals,future robotsand software agents. For
eachtype of architecturewe can preciselydefinethe
sortsof statesandprocesse# supportsandthenwe can
formulateand, perhapsbegin to answey far more pre-
cisequestionsboutwhich agentsarecapableof having
which sortsof emotionsexperiencesthoughts,andso
on.

A properunderstandingequiressomparatieanalysis
of possibilitiesandtrajectoriesn designspaceandniche
spaceasoutlinedin [20,23]. Weunderstanéparticular
architecturebetterif we know what differenceswvould
ariseout of varioussortsof designchangeswhich ca-
pabilitieswould belost andwhich would be added.We
alsohave a deeperunderstandingf the architecturef
we can seewhat sortsof pressuresand trade-ofs led

Fig. 1. Anunstructued mess?
Anyobservedehaviourmightbe producedby an unin-
telligibly tangledand non-modulararchitectue. (Rect-
anglesrepresentinformation stores and buffers, ovals
represeniprocessinginits,andarrowsrepresentlow of
information)

to its evolution, andhow it might develop or evolve in
future.

Thisinvolvesgoingbeyondthe mgority of Al projects
or psychologicainvestigationsnsofar asit requiresus
bothto considerdesigndor completeagentsandalsoto
do compaativeanalysisof differentsortsof designs.

4. Constraints on theorising

Discoveringthe architectureof acomplex systemwe
have notdesignedurselesis verydifficult. Noamount
of obsenation of the behaiour of ary animalor ma-
chinecandetermingheunderlyingarchitecturesincein
principleary lifelong setof beha/iourscanbeproduced
by infinitely mary differentinformation processingr-
chitectures,including totally unstructuredunintelligi-
ble,“flat”, multi-componenarchitecturesassuggested
in Figurel.

Decompiling information gleanedfrom invasive or
non-invasive obsenationof internalphysicalstructures
is just as hard, e.g. if we don't even know at what
physicallevel mostof the architecturds implemented.
Do neuronsor moleculesdo most of the information
processing?

We can best constrainour theoriesby combining
a numberof considerationsvhich | have discussech
greatetengthin [23, 26], suchas: (1) trade-ofsthatcan
influenceevolutionarydevelopments(2) whatis known
aboutour evolutionaryhistory, (3) whatis known about
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Fig. 2. Atriple towermodel(basedon Nilsson)
Intelligent organismsand robots require perceptual
medanismsandaction medhanismsof varyingdegrees
of sophistication.In geneml there are alsomore central
processingmedanisms. The boundariesbetweenthe
“towers” neednotbeverysharp,especiallywherethere
is rich two-wayinformationand control flow.

humanandanimalbrainsandthe effectsof brain dam-
age,(4) whatwe have learntin Al aboutthe scopeand
limitations of variousinformation processingarchitec-
turesmechanismandrepresentationg5) introspective
evidence,suchasmy knowledgethat| considerechnd
evaluatedalternatve waysof travelling to the I3 Spring
Daysconferencédeforebuying tickets.

But our theorieswill still remain conjectues for a
long time to come. At leastwe can shov that some
conjecturesare betterthan others,if we take a broad
enoughview of whatneedgo beexplained.

5. Towards a sketch of a theory

Nilsson[10] haslisted somereasondor supposing
thatintelligent systemscanbe analysedn termsof the
“triple tower” modeldepictedn Figure2, whichapprox-
imately separateperceptuamechanismsgentral pro-
cessingmechanism&nd actionmechanisms.He calls
the centraltower the “model tower”, thoughthis label
maybetoorestrictivefor therangeof functionssketched
below. Thetriple towermodelis mainly aresultof func-
tional analysiscombinedwith obsenation of existing
organisms.

Anotherbreakdaovn of information processingunc-
tionality comesfrom both functional and evolutionary
considerationsThis is the triple layer model sketched
in Figure3, anddiscussedt greatedengthin previous
paperde.g.[21,24,22,26,16]). Thesethreelevelsare
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Fig. 3. Thetriple layer model

Theris goodreasorto believethatearlyorganismslike
someexistingorganismsywete totally reactive andthat
deliberativeandmeta-mangementayersevolvedlater.
Adulthumansappearto haveall threetypesof process-
ing, which is probablyrare amonganimals. Thethree
layers operate concurently, and do not form a simple
dominancéiierarchy. Imaginethismodelsuperimposed
onFigure 2.

differentfrom thethreediscussedby Nilssonin chapter
25 of [10], thoughthereis someoverlap.

If the threelayersand the three towers are super
imposedwe arrive at an architecturewhereperceptual
mechanisméave severallayerswith differentkinds of
sophisticationwhich evolved at differenttimes to fit
in with the requirementf the different central lay-
ers. Likewise the actionmechanismsnay have differ-
entlevel of sophisticationsupportingdifferentsortsof
functionalitywhich evolvedat differenttimes.

All of thisis partof a conjecturatheoryof a normal
adulthumaninformationprocessingarchitecturebased
onevidenceof mary kindsfrom severaldisciplinesand
thesortsof constraint®nevolvability, implementability
andfunctionalitymentionedabove.

Accordingto thistheory:

(a) Evolution, likeengineersfoundthat(partly) mod-
ulardesignsareessentiafor defeatingcombinatoricsn
thesearcHor solutionsto complex problemgwith only
4,000,000,009earsandonebiospher@nanearth-sized
planetavailable).

(b) Humaninformation processingnakes useof (at
least) three different concurrentlyactive architectural
layers,areactie layer, adeliberatve layer, anda meta-
managementayer which evolved at different times,
which we sharewith otheranimalsto varying degrees,
alongwith variousadditionalsupportingmodulessuch
asmotive generators;global alarm” mechanismsand
long term associatie storagemechanisms.The differ-
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entlayersandsupportingnechanismsayhave evolved
from purelyreactvemechanismby meansof thetypical
evolutionarytrick of makinganotheicopy of anexisting
mechanismand then gradually transformingthe func-
tions of the new copy. This almostcertainlyhappened
severaltimesin theevolution of brains.

(c) Reactve systemsnaybevery complex, andpow-
erful, especiallyif internal reactionscan be chained
togetherand can causemodification of internal states
whichtriggeror modulateotherreactions. donotclaim
thatdeliberatve or meta-managementechanismgro-
vide behaioural capabilitiesthatcould notin principle
be provided by purely reactive mechanisms.Ratherl
have aguedelsavherethatachiezing thesamefunction-
ality by purely reactve meanswould have requireda
farlongerperiodof evolution with morevariedcircum-
stancesandafarlargerbrainto storeall the previously
evolvedreactive behaiours. Thetime andbrainsizere-
quiredfor apurelyreactve human-like systemareprob-
ably too large to fit into the physicaluniverse. Some
peoplewhoarguein favourof purelyreactvesystemslo
notconsidetthetrade-ofs involvedin theseresources-
sues.Merely shawving thatin principlereactve systems
suffice provesnothingaboutwhatcanwork in practice.

(d) Reactve,deliberatveandreflectivelayerssupport
differentclasse®f emotiondoundin humansandother
animals,ncludingthe primaryandsecondargemotions
discussethy DamasicandPicard4, 13], andthetertiary
emotionsl have discussedn criticising their work [22,
25].

(i) thereactive layer, including a global alarm mecha-
nism, accountsfor primary emotions(e.g. beingstar

tled, frozenwith terror, sexually aroused);

(i) the deliberatve layer supportssecondaryemotions
likeapprehensioandreliefwhichrequire“whatif " rea-
soningabilities (thesearesemanticallyrich emotions);

(i) a meta-managemeifteflective) layer supportsnot
only controlof thouchtandattertion but alsolossof such
control, asfoundin typically humantertiary emotions
suchasinfatuationhumiliation,thrilled anticipatiorof a
futureevent. (Thislayeris alsocrucialto absorptiorof a
cultureandvariouskindsof mathematicalphilosophical
andscientificthinking.)

All thelayersaresubjecto interferencdrom theoth-
ersandfrom oneor morefastbut stupidpartly trainable
“global alarm” mechanismge.g. spinalreflexesof var-
ious sorts, the brain stem,the limbic systemincluding
theamygdalagtc.)

(e) A morefine-grainedanalysisof typesof processes
thatwe tendto call “emotions”in humanswould shov
thattheabovethree-foldclassificatiorinto primary, sec-
ondaryand tertiary emotionsis somevhat superficial.
For instancetherearedifferentwaysemotionscande-
velopovertime, andthe three-folddistinctiondoesnot
sayanything aboutthat. A shortflashof angeror em-

barrassmenwhich quickly passess verydifferentfrom
longtermbroodingor obsessiejealousyor humiliation
which graduallycoloursmore and more of anindivid-
ual's mentallife.

(f) Perceptuaandmotorsystemsrealsolayered:the
differentlayersevolved at differenttimes, act concur
rently, and have differentrelationshipgo the “central”
layers. E.g. deliberatve mechanismsnake useof high
level characterisationsf perceved states,e.g. seeing
a bridgeas*“rickety” or an ornamentas‘“fragile”. Us-
ing someof Gibsons ideas,this can be describedas
perceptiorof abstractaffordances.

(9) Analysingwaysin which component®f suchan
architecturamight bootstrapghemseles,develop, reor
ganisethemseles,acquireandstoreinformation,or go
wrong, will provide far richer theoriesof learningand
developmenthanever before.

(h) The threelayersaccountfor different cognitive
andaffective statesaswell asdifferentpossibleeffects
of braindamageandotherabnormalities For instance,
someaspect®f autismseemto involve malfunctioning
or non-functioninghigherlevel perceptuamechanisms
(assuggestedh [17]).

(i) A multi-layeredarchitectureof the sort proposed
could give robotsvariouskinds of human-like mental
statesand processesijncluding qualia arising out of
inward focusedattention. As sciencefiction writers
have noted,this might lead somerobotsto re-discaer
philosophicalconfusionsabout consciousness. Soft-
ware agentscould have similar capabilities. However,
detaileddifferencesn physicalembodimentsand vir-
tual machinearchitecturesould entail mary kinds of
minor differencesn the mentalstatesof which they are
capable.This is no differentin principle from the fact
that mentalstatespossiblefor adultsand children are
different,or for malesandfemalesor humansandcats.

Many doubttheseclaimsaboutrobotsbecausdhey
seethelimitationsof existingcomputerbasednachines
andsoftware systemsand cannotimagineary ways of
overcomingtheselimitations. They do not realisethat
we arestill in theearly stagef learninghow to design
information processingsystems. (Claiming that com-
puterswill beever morepowerful is notenougho allay
thesadoubts:we alsoneeddeepanalysisof theconcepts
usedto expressthedoubts.)

6. Alter nativesin designspace

Although the above theory includesa sketch of an
architecturdor human-like intelligent systemsthereis
no suggestiorthat this is the only sort of intelligence.
‘Intelligence’, like ‘emotion’, is a clusterconcept re-
ferring to a variableclusterof capabilities,and admit-
ting a wide variety of typesof instanceswith no sharp
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Fig. 4. Areactivesystenwith global alarms.
Wherreactivesystemsare socomplecandsophisticated
thatthey canintroducesignificantdelaysbetweersens-
ing andacting, it maybe usefulto havea more ‘stupid’
pattern-directedalarm systemywith inputsfrom every-
wheleandoutputsgoingto all partsofthesystemwhich
cantake control whenemegenciesor urgent opportu-
nitiesare detected.

boundariesin particularanimalgandperhapsiumans)
exist with different subsetsf the full array of mech-

anismsdescribedabove, and within thosemechanisms
considerableariationis possible.

For example, mary insectsappearto be capableof
remarkablexchiezementdasedentirelyin comple col-
lectionsof purelyreactve mechanismssuchastermites
constructingtheir “cathedrals”, with air conditioning,
nurserychambersndotherextraordinaryfeatures.

Sol amnotderying thattherecanbe organismgand
robots)which are purely reactve, or which combinea
reactvemechanisnwvith aseparatglobalalarmsystem,
asin Figure4.

More sophisticatedbrganismshave both a reactve
anda deliberatve layer, providing “what if ” reasoning
capabilities,as illustrated in Figure 5. Such mecha-
nismsprovide the ability to constructspecificationsof
hypotheticapastor futuresituationsandto reasorabout
them. Many writers, including Craik [3] aslong agoas
1943, have pointedout that suchabilities may increase
biologicalfitness.

It seemghatsomeotheranimalsbesidesiumansave
deliberatve mechanismshoughthey vary enormously
in theirrichnessandflexibility . Forinstancehow effec-
tive suchcapabilitiesare, will dependon a numberof
factorgncludingthetypeandsizeof re-usableshatterm
working memory the type of representationainecha-
nismsavailable,the type andsizeof thetrainableasso-
ciative memorywhich can store generalisationgbout
theernvironment,andsoon.

Variable
threshold
attention
fiter —1 |

perception action
r—

DELIBERATIVE PROCESSES
(Planning, deciding,
scheduling, etc.)

Fig. 5. A hybrid architectue with global alarms.
Reactiveand deliberative medanismsmay sometimes
be dominatedby contml signalsfrom a global alarm
system.

The deliberatve layer might have evolved as a re-
sult of a mutationwhich at first led to the copying of
atrainableassociatie memoryin a purelyreactve sys-
tem. After that, the new copy might have gradually
evolved, alongwith othermechanismsto provide the
ability to answerquestionsabout“what would happen
if” insteadof “how shalll reactnow”. Makinggooduse
of sucha“what if " reasoningcapabilityrequiresbeing
ableto storegeneralisationgboutthe environmentat
an appropriatelevel of abstractionto allow extrapola-
tion beyondobsenedcases.Thisin turncouldgenerate
evolutionarypressuréowardsperceptuasystemsvhich
include higher level abstractiormechanisms.All this
is, of course highly speculatre, andneedso betested
empirically, thoughit is consistentboth with what is
known aboutevolutionarymechanism&ndwith the at
leastpartly modularstructureof the brain.

More generally within this framework we canseea
needfor a generalisatiorof Gibsons theoryof percep-
tualaffordance$6] (contrasteavith Marr’'stheoryof vi-
sionin [17]) to accommodatédifferentperceptuahffor-
dancedor differentcomponentin themorecentralpro-
cessingmechanisms.This requiresthe sharingof sen-
soryresourcedetweerconcurrentlyactive subsystems,
andcangenerateonflicts,asdiscussedh [18].

Deliberatve capabilitiesbring their own problems,
suchas how they shouldbe controlled, how different
deliberatve stratgyiesshouldbe selectedr interrupted,
how they shouldbe evaluatedand modified. For this
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perception 7. Areemotionsrequiredfor intelligence?

It is clearthatlocal reflexesandglobal alarmmech-
anismscan be usefulin organismsor machineswhich
sometimegequirevery rapid reactionsto occurfaster
thannormalprocessesf perceptionreasoningdeliber
ation,andplanning. Suchreactionscanproducesimple
andobviouseffectssuchasfreezing,fleeing,producing
aggressie soundor posturespouncingon prey, sexual
responsesandmoresubtleinternaleffectssuchasatten-
tion switchingand “arousal” which might involve dif-
ferentkinds of information processing.Becausdhese
reactionsoften needto happenvery quickly they can
betriggeredby arelatively stupid,but trainable pattern
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Fig. 6. Addinga meta-mangementlayer
Themeta-mangementiayer providesthe ability to at-
tendto, monitor evaluate andsometimeshancg inter-
nal processeandstrategiesusedfor internal processes.
However, all thelayers andthealarm syster(s) operate
concuriently, andnoneis in total control.

purposeandothers it seemghatanevensmallersubset
of animals,including humans have evolved a third ar-
chitecturallayer providing the ability to directattention
inwardly and to monitor, evaluate,andin somecases
modify whatis happeningnternally. Luc Beaudoirfirst
drew my attentionto someaspectof the needfor this
layer, andcalledit meta-managemenBomeof there-
guirementsvereanalysedn his PhDthesis[2].

Earlier papers(e.g. [27]) have discussedsome of
thewaysin which this theoryaccountdor distinctively
humanemotionssuchasgrief, infatuation,excited an-
ticipation, humiliation, involving partiallossof control
of attention. We usedto call theseemotions“pertur-
bances” but now referto themastertiary emotions,to
distinguishthemfrom the primary andsecondargemo-
tionsdiscussedby Damasicandothers.

Sincethesetertiary emotions(perturbancesinvolve
lossof controlof attention andyoucannotosewhatyou
havenotgot, only anorganismwhichhassomethindik e
meta-managemeigpabilitiescangetinto suchstates.
This doesnot meanthatall humanshave this capability
New borninfants peoplewith degeneratiebraindisease
or braindamagemaylack suchcapabilities.

recognitionsystem.

Many humanemotionsseemto involve the operation
of suchmechanismsTheseandotheremotionsarecon-
nectedwith resource-limitsin more “intelligent” sub-
systemslf thosesystemsouldoperatefasterandwith
more completeinformation, it would not be necessary
for more“stupid” mechanismso overridethem.

Damasio(in [4]) pointed out that certain kinds of
frontallobedamageansimultaneouslyemovetheabil-
ity to have certainclassef emotionsandalsounder
minetheability to achieve high level control of thought
processesgequiredfor successfumanagemendf one's
life. Pendingfurtherinvestigationof details,this gives
somesupportfor theclaimthatthereareclasse®f emo-
tions,referredto as“tertiary emotions"above,whichde-
pendon mechanismsghatareconcernedvith highlevel
managemenf mentalprocesses.

Damasioargued from this that emotionsare a re-
quirementor intelligence,andsincethenthe argument
hasbeenrepeatednary times: it hasbecomea sort of
meme However, the reasonings fallacious,as| have
arguedin [22, 25]. Thebraindamagen questiormight
merelyhave disabledsomemechanism#volving con-
trol of attention requiredbothfor tertiaryemotionsand
for managementf thoughtprocesseslt doesnt follow
thatemotionssomehav contritutetointelligence:rather
they are a side-efect of mechanismghat are required
for otherreasonsg.g. in orderto overcomeresource
limits asexplainedabove.

Here's an exampleof similarly fallaciousreasoning
thatnobodywould find corvincing. Operatingsystems
which supportmultiple concurrentprocessesare ex-
tremelyuseful,but they cansometimegetinto a state
wherethey are “thrashing”, i.e. spendingmore time
swappingandpagingthandoing usefulwork. If some
damageoccurredwhich preventedmore than one pro-
cessrunningat atime thatwould preventthethrashing,
andremove the useful benefitsof multi-processing.It
doesnt follow thata thrashingmechanismss required
to produceusefuloperatingsystems.In fact, by adding
morememoryandCPUpaower, thrashingcanbereduced
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andperformanceenhancedLik ewise, it is possiblefor
maturehumango learnstrateiesfor avoidingemotions,
andthis canoftenimprove the quality of theirlivesand
thelivesof peoplethey live with or work with.

| am not arguing that all emotionsare undesirable
or dysfunctionalmerelyrefutingafallaciousargument.
Therearemary emotionghathave animportantbiolog-
ical role (e.g. sexual passionandaggressiotin defend-
ing anest),andsomeemotionghathumanssaluehighly,
includingaestheti@motionsandthejoy of discovery:. |
alsoacceptasmostAl researcherbave acceptedver
mary yearsthattherearemary purelyintellectualprob-
lemswhichrequireexplorationof searctspaceshatare
toolargefor complete systematicanalysis.The useof
heuristicpattern-recognitiomechanismss oftenuseful
in suchcasesto selectavenuego exploreandto redirect
processingButthey canoperatavithoutgeneratingry
emotions.

8. Conclusion

This paperis a snapshotof an ongoinglong term
multi-disciplinaryresearciprojectattemptingto under
standthenatureof thehumammind andhow wefit into a
largerspaceof possibledesigndor biologicalorganisms
andatrtificial agentsof mary kinds.

The ideashave mary links with previous work by
others. Besidesthe connectiorwith Simon's, Gibsons
andNilsson’s ideascited above, thereareobviouslinks
with DennettandMinsky (e.g. [5, 9]). Howeverthere
is noroomfor a surwey of similaritiesanddifferences.

Therehasalsonot beenspaceto explore all the im-
plications,but onething is very clear: we area long
way from implementingartificial systemswith the full
richnessandcomplexity of the systemadescribechere.

Therearemary gapsin whatcurrentAl systemsan
do, insofarasthey arethoughtof asstepstowardsmod-
elling humanintelligence andbeyond. ExistingAl sys-
temsdonotyethave whateverit takesto enjoy or dislike
doing something.They do not really wantto do some-
thing or care aboutwhetherit succeed®r fails, even
thoughthey maybe programmedo give the superficial
appearancef wantingand caring, or feeling happy or
sad. animal-like wanting, caring, enjoying, suffering,
etc. seemto requiretypesof architecturesvhich have
notyetbeenanalysed.

Simulateddesireandemotiongepresentetly values
for global variables(e.g. degreeof “fear”) or simple
entriesn databasenkedto condition-actiorrulesmay
give the appearancef emotion,but fail to addresghe
way semanticallyrich emotionsemege from interac-
tions within a complex architecture andfail to distin-
guish different sortsof emotionsarisingout of differ-

enttypesof processingnechanismsvithin anintegrated
architecture.

CurrentAl modelsof otheranimalabilities are also
limited: for example,visual and motor capabilitiesof
currentartificial systemsare nowherenearthoseof a
squirrel,monkey or nest-ilding bird. To understand
animalcomprehensionf spacendmotionwemayneed
to understandhedifferencedetweerprecocialspecies
bornor hatchedwith considerabléndependencéhick-
ens,deer)andaltricial speciesvhich startutterly help-
less(eaglescats,apes). Perhapghe bootstrappingof
visuo-motorcontrolarchitecture@ thelatteryieldsafar
deepermraspof spaceand motion thanevolution could
have pre-programmedia DNA. The precocialspecies
may have muchsimplervisual capabilities largely ge-
neticallydetermined.

Therearemary issueghatarestill unclearandavast
numberof remainingresearchopics. In particularit
is not clearhow much of this is relevantto the design
of software agentsinhabiting virtual machineerviron-
mentsonly, andlacking physicalbodies. Many of the
humanreactive mechanismsind someof their motiva-
torsandemotionalresponsearecloselylinkedto bod-
ily mechanism@&ndfunctions. E.g. if you don't have
a body you will never accidentallystepon an unsta-
ble rock, andyou will notneedan“alarm” mechanism
thatdetectghatyou areaboutto loseyour balanceand
triggerscorrective action, including causinga sumge of
adrenalinto be pumpedaroundyour body.

Neverthelesgventscanmovefastin avirtual machine
world (asmary systemadministratosfighting malicious
intruderswill confirm) and even pure software agents
mayneedreactve mechanismsstill, it is likely thatthe
combinationgequiredfor softwareagentsmayinclude
somearchitecturemever found in agentswith physi-
cal bodies. Whetherthereverseis the casedependn
whetherall sortsof physicalbodiesandphysicalervi-
ronmentscan,in principle, be simulatedon sufiiciently
powerful physicallyimplementedcomputers:an open
question.

Artificial agentavhichdonotshareour deepgraspof
spatialstructureandmotionwill belimited in their abil-
ity to communicatevith us. However, it is not obvious
thatin orderto sharethis knowledgesuchagentsmust
have similar bodiesand processingarchitectures.For
instance peoplewho have never wantedto kill some-
one, may neverthelessinderstandomeof the thought
processe®f a murderer(a fact on which the success
of mary novels and plays depends). Similarly some-
one who hasbeenblind from birth can understanda
greatdeal aboutvisual capabilitiesof sightedpeople,
for instancethatcoloursareextendedpropertieof 2-D
surfacessomavhatlik e tactile textures.

So it remainspossiblethat some software agents
which arevery unlike uswill be ableto engagen rich
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communicationwith us, though the detailedrequire-
mentsfor this arestill notclear

And of coursejn themeantimeteachersanddesign-
ersof computergamescanbuild mary entertainingor
didactic, shallav simulationswhich lack most of the
featuresliscussedhere. Thatis fine,aslongasthey take
carehow they describewhatthey have done.
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