Digital Biota 2
http://www .cyberbiology.org

WHAT SORTS OF BRAINS
CAN SUPPORI
WHAT SORTS OF MINDS?
Aaron Sloman
http://www.cs.bham.ac.uk/“axs/
A.Sloman@cs.bham.ac.uk
Schoolof Computer Science
The University of Birmingham

Including ideasfrom:

Brian Logan, Riccardo Poli,
Luc Beaudoin, lan Wright,
And many others at Birmingham and elsewhee.

THE COGNITION AND AFFECT PROJECT DIRECT ORY
ftp://ftp.cs.bham.ac.uk/pub/groups/cogaffect/0O-INDEX.html

This talk hasmany relatedthemes: emergenceof non-reducible
layersin reality, the role of virtual machinesin explaining
intelligence,the evolution of mind, how differ ent architectures
support different kinds of minds, how evolution itself involvesan
abstract emergentvirtual machineswith multiple interacting
feedbackloops.



TWO KINDS OF RESEARCHERS

Discussionof the relationship betweenmind and body often getsboggeddown
becauseof disagreementshetweentwo kinds of think ers:

TYPE 1: seach for interestingabstract levelsat which things are the same,
and generalprinciples at theselevels.

TYPE 2: study the interestingdetails to be found in specialcases.
For Typelreseachersit is obviousthat:

e artificial life and biological life canbe construedasessentiallythe samesort of
thing,

e thereis no essentialdiffer encebetweenintelligent software systemsjntelligent
robotsand intelligent animals

¢ simulated ervironmentsand physical environmentsare not importantly
differ ent.

For Type2think ersit is a seriousintellectual sin to lump together suchobviously
diversephenomena,gnoring all the important detailsin which they differ, and
which require differ ent principles and behavioural laws for their description
and explanation. Is any kind of synthesisof thesetwo viewspossible?

Not wherethe clashis driven by emotionaland motivational differ encesor
theologicalconcems.

From a Type 1 viewpoint, thesetwo principles can provide a synthesis:
(A) THE PRINCIPLEOF MULTIPLE LEVELS OF REALITY.
(B) THE PRINCIPLEOF MULTIPLE REALISATIONS OF INTELLIGENCE.

The point is that things that differ at alow level (e.g in the underlying
mechanismausedand other implementation details) may have the samehigh
level features,and evenvery similar virtual machines.

E.g. from this viewpoint the propellersand the wings on an aeroplaneare
essentiallydoing the samejob asthe wingson a bird, i.e. providing thrust and
lift in accordancewith the sameprinciples of aerodynamicsand the same
tradeoffs betweenstability and manoeuvreability.



MULTIPLE LEVELS OF REALITY

the biosphere
compilers

Al systems
internet

tornados
rivers

7 organic
chemistry

physics
physics
physics

There are many kinds of causally efficacious “emergent” virtual machines,
operating at differ ent scalesand differ ent levels of abstraction.

e |s thereawell-defined“bottom level” ? We don’t know whether physicshasa
well definedbottom level. It seemdo have several levels.

e Causality operatesat all levels.

e Causality can be “cir cular”. (E.g. physical processesn a computer cause
eventsin acomputational virtual machine,and non-physicaleventsin the virtual
machine,e.g a queencapturing a bishop, causeghysical events.)

e The biosphereis arichly interacting collection of myriad virtual and physical
machinesrunning concurrently.

e Levelsneednot form arigid hierarchy.

Terminology:
PHILOSOPHERS: talk about “supervenience”
ENGINEERS: refer to the samething as“implementation”
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(a) Multiple levelsof reality.

Besidesphysical objects,events, processegshere are alsosuch
things asspeciesgenespoverty, crime, economicrecessions,
brains, beliefs,experiencesemotions,etc.

Thesethings are REAL and have CAUSAL POVERS evenif their
existencedependson a physical substratum.

Our world containsmachinesof many types,at many levelsof
physical scale,at many levelsof abstraction, with many differ ent
kinds of causalpowers,and many differ ent kinds of laws. This is
onereasonwhy we have many sciences.

EXAMPLES OF NON-PHYSICAL CAUSATION:

1. Ignorance can causepoverty. Poverty cancausecrime and ignorance. Crime
can causedeathto peopleand damageto property.

2. Bugsin software can causecontrol instructions to be inappropriate.
Inappr opriate control instructions can causea rocket to crash.

3. Noticing somethingcan causea personto have a new motive. Having a new
motive canleadto reconsiderationof old ones.Reconsiderationcan lead to
reviseddecisionsand new actions.

All of thesedependon underlying processes physical mechanisms.But to say
that they are “nothing but” physicalphenomenais to fall into the “nothing
buttery” fallacy, ignoring the possibility of differ ent kinds of co-existing,
mutually supportive,reality.

WHAT ELSE IS THERE? STRUCTURE, INFORMATION, ...

If you losea diskette containing the draft of a book you have worked on for ten
years,and thereis no other copy, you will not reactkindly to someonewvho says
it is “nothing but a collection of atomsand moleculesnothing but an inexpensve
combination of plastic and metal oxide, which can easilybereplaced.



(b) Multiple realisationsof intelligence.

A very generaland abstract conceptof intelligence:
POSSESSIONDF SOMEABILITY TO ACQUIRE, MANIPULATE

AND USE INFORMATION
In that senseeven an amoebahasa kind of intelligenceand sodo very
simple robotsand many software systemsjncluding various kinds of
software “agents”. Evena thermostat, or an operating system,hasa
limited type of intelligencein that sense.

Arguing about whether they are “r eally” intelligent is pointless. As
pointlessasarguing about whether they are “r eally” alive.

“Intelligence” (like“life”) isa CLUSTERCONCEPT
It refersto a complexcluster of capabilities, differ ent combinationsof
which may be presentin differ entintelligent systems.There’sno well
definedsubsetor disjunction of subsetsconstituting necessaryand
sufficient conditionsfor intelligence. Many of the capabilities
themselesinvolve cluster concepts(e.g the ability to seeto
understandlanguage,to remember to solve problems,to learn....)

For relatedreasonswve should not expectto find any well-defined

metric for intelligence. At bestwe can expectdiffer ent dimensions

eachwith a partial ordering. E.g. partial orderings of:

e ability to see

e ability to detectthings by smell

e ability to learn

e ability to plan

e ability to plan under pressue of time constraints

e fine control of intricate movements

e ability to communicate

e ability to notice“short cuts” in acting or thinking
(productive laziness)



UNDERSTANDING INTELLIGENCE
REQUIRES USTO UNDERSTAND:

1. What sorts of “intelligences” there are,

2. How they differ,

3. What the implications of thosedifferencesare,

4. What sorts of designscan support which kinds,

5. How thosedesignscan be implemented

6. What differ enceis madeby differ entimplementations
of the samedesign

7. Which trade-offs drove the evolution of different kinds

8. Which mechanismsmadethat sort of evolution possible.

MYRIAD VARIETIES OF “NATURAL INTELLIGENCE”

All useinformation, for differ ent purposesand in different ways,
requiring a host of differ ent sorts of information processing
architectures,sensingsystemsprocessingnechanismsprocessing
strategies,forms of representation,divisionsof labour between
parts of oneorganismor within a colony or hive, etc.

VARIETIES OF “ENGINEERED INTELLIGENCES”

Yet moretypesof intelligenceare being developedusing
computers,e.g designingthem, evolving them, letting them
bootstrap themselhesby learning, etc.

In part our task is to understandthe variety of typesof
information processingarchitecturesthat are possiblein principle,
and to understandwhich are actually usedin nature, and why,
and which typesare usefulin new practical applications,and why.

Perhapswe canlearn about possibleextra-terr estial intelligences.



THREE TYPES OF MACHINES

It is not alwaysnoticedthat there are profound differ ences
betweenthr eesorts of machines:

e ENERGY MANIPULATORS machineswhich transform, store,
transmit or useenernyy. E.g. steamenginesglectric heaters,
candles.

e MATTER MANIPULATORS machineswhich transform matter, at
the chemicallevel or on a larger scale,creating, disassemblingor
recombiningstructur esof various sorts.

e INFORMATION MANIPULATORS machineswhich acquire,
transform, store, manipulate, interpret and useinformation.

It appearsthat there were no information processingnachines
until the developmentof organisms.

Until recentlyonly natural machinescould processanformation,
asopposedto transforming energy and matter (e.g volcanoes,
tornadoesfires,stars).

Now computer-basedmachinesof many kinds cando it, though
not yet with the generality, flexibility and self-awarenesf a
human information processor

When a hugeasteroid hits the earth:
it causegevastating movementsof MATTER and ENERGY
all over the earth.

When Diana died:
it wasINFORMATION that flowed around the planet causing
much grief, constemation, curiosity, re-schedulingof
television programs,and production of hugeamountsof
printed material.



WHAT IS EMERGENCE?

Lik e poverty, crime, thrashing in an operating system,capture of
a piecein a chessvirtual machine,the statesand processes an
information processingarchitecture are not physical. “Emer gent
mechanisms”procesanformation structures,lik e sentences,
logical formulae, databasesyisual arrays, list structures,
information distrib uted in a neural net.

Emergenceis not an anti-scientific metaphysical notion. Rather it refersto
situationswherethere are (at least)two ontologiesA (e.g socialor mental or
computational eventsand processesand B (e.g physicalor neural or digital
electronic eventsand processes)oth involving objects,events, processes;ausal
and other relations,etc.

Ontology A is emergenton Ontology B where (roughly):

(a) Certain phenomenaof type B SUFFICEFOR THE PRODUCTION OF
phenomenaof type A, in sucha way that

(b) Ontology A dependson but cannotbe DEFINED in terms of
Ontology B

(c) Laws of A cannotbe DERIVED from thoseof B.
(This follows from (a)).

ExAMPLE: Chessplaying virtual machinesmay be emergenton

digital electronic machines.

MULTIPLE REALISABILITY . Sometimesoneontology canbe
basedon (or implementedin) several differ ent sorts of lower level
ontologies.

Lik e the sameword-pr ocessorunning on differ ent typesof hardware, or a
chessplaying virtual machinerunning on differ ent sorts of computer
technology and on differ ent intermediate virtual machines(e.g virtual
machinesfor differ ent programming languages:Prolog, C++, Java, etc.)
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‘SUPERVENIENCE" AND
‘IMPLEMENT ATION”

Preciselyhow to describethe differ ent levelsand their
relationshipscan be very difficult.

Philosophersusually ignore casedik e implementation of virtual
machinesin computers,and consequentlyproduceincorr ect
theoriesof supervenience.

E.g. assumingthat a regular correlation or processesr oneto one
mapping of structur esis required betweenphenomenain the
supervenientontology and phenomenain the implementation
ontologyis incorrect.

By contrast, there are more subtle requirementsthat engineers
learn: e.g variability at the lower level must be able to support
variability at the higher level exceptwhere economiesare possible
at the low becausenot all the theoretically possiblehigh level
variability will be encounteredin practice. E.g. “sparse arrays”
implement hugevirtual machinestructuresin much “smaller”
physical structures.

OFTEN NATURAL AND ARTIFICIAL SYSTEMSHAVE DEEPSIMILARITIES DESPITE
SUPERFICIALDIFFERENCES A BIRD’S WING COMBINES THE FUNCTIONSOF AN

AEROPLANE S WING (LIFT) AND ITS PROPELLER (PROPULSION) USING THE SAME
PRINCIPLESOF AERODYNAMICS.

A PROPELLERIS JUSTA WING THAT ROTATES INSTEAD OF FLAPPING.
L ARGE NUMBERS OF PHYSICAL SWITCHES(TRANSISTORSOR NEURONES) GIVE
SUPPOR FORASTRONOMICALLY LARGE AMOUNTS OF VARIABILITY IN VIRTUAL

MACHINES. N SWITCHESSUPPOR 2V POSSIBLESTATES, AND EVEN MORE
STATE-TRANSITIONSOVER TIME. EVOLUTION “DISCOVERED” THIS TOO. (HOW?)
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VIRTUAL MACHINES
IN THE BIOSPHERE

We canthink of the biosphere ascontaining not only physical

things lik e water, rocksand mountains, but alsomany

concurrently interacting virtual machines,suchas:

e different collectionsof genes

e different niches

e feedbackloopsbetweennichesand genepools,

e differentinformation processingsystemsjn individual
organisms,in groupsand colonies,in ecosystems

e socialgroups

e poverty, crime, war, economicinflation, ...

Over time, designsdevelop and change,and the nicheswhich influencedesigns

alsochange,in alargeweb of interacting feedbackloopsdriving the processesf

evolution. Theseprocessesare all ultimately implementedin physical processes

(e.g molecular biology). They canalsobe perturbed by physical processes.g

climate changesyolcaniceruptions, continental drift, asteridshitting the earth,
etc.

Typically there are largenumbers of nichesand large numbers of designsall
interacting in parallel, including cooperative and competitive co-evolution.
Think of food chains. One organism’sfood link is another’'swastedisposallink.

Without powerful virtual machinesin the biosphere could mere
Darwinian selectionamongrandomly generated‘trial” organisms
copewith the astronomical combinatoricsin the time available?
Hill climbing may not be enoughto getfrom moleculesto to man
in a mere4000,000,00@r soyears.

Compare: Stuart Kauffman At home in the universe (1995)
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HIGHER LEVEL CONTROL
THROUGH COGNITION

Developmentof organismswith cognitive abilities makespossible
selectionby detectionof usefultraits without an extermnal designer
e spartan elimination of “weaker” members

e choiceof “str onger’” mates

Arethereother principles involvedin interactions betweenco-evolving species
(e.g onespeciesacting asa gradually more demanding“teacher” for another)?

There may be mechanismswhich, oncebootstrapped,acceleratecertain types of
evolution towards increasedabilities, including increasednformation processing
abilities. (Compare Kauffman on “autocatalytic networks” of molecules.)

Typesof trajectories in designspaceand niche space:
There are differ ent sorts of trajectories possiblefor individuals,
for groupsof individuals, for designsand for niches.(Some
trajectories involve discontinuouschange.)

e |-trajectories POSSIBLEFOR AN INDIVIDU AL

E.g. learning and developmentof individuals, or societies

e E-trajectories POSSIBLEACROSSGENERATIONS, USING EVOLUTION
E.g. evolution of species

e R-trajectories POSSIBLEFORAN “EXTERNAL” RERAIRER

E.g. debugging of software, modification of a machineby a
designeror repairer. Thesehigh level virtual machinesare
implementedultimately in physics,via many differ ent
intermediate layers. They may exhibit principles of control,
self-organisation,learning, etc. that we have not yet discovered.

Throughbio-engineeringnew sorts of R-trajectories for
organismsare being developed.
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CAN WE HOPE TO UNDERSTAND
ALL THIS?

Oneway to imposestructur e is to explore the structur e of “design
space”the structur e of “niche space”the relationshipsbetween
them and the trajectories that can occur in thosespacesas
individuals develop, speciesvolve,or machinesare repairedor
modified.

Instead of wasting time on fruitless debatesabout whether a
particular type of mechanism(e.g condition-actionrules, theorem
provers,or neural nets)is or is not necessaryfor intelligencewe
canexplorethe trade-offs in using or not usingit, and analysethe
effectsof thosetrade-offs on options available during evolution.

In any casea neural netis just a collection of strongly interacting concurrent
condition-actionrules.

Slight differ encedn interactions betweentrade-offs and nichescan cause
divergence sothat differ ent solutionsdevelopin parallel. Geographicalisolation
canthen causefurther separation. Requirementsfor functional differ entiation
in socialorganismsmay also promotedivergencewithin a species.

An exampletrade-off —wefind both:

e systemswhere largenumbersof small, expendable ndividuals
with relatively simple combinationsof reactive behaviours suffice,
e systemswherethere arerelatively few, much larger, individuals
with far more sophisticatedinformation processingnechanisms,
for instanceplanning and reasoningcapabilities.

Compare ants and elephants. There are differ ent socialand
individual information processingarchitectures.
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MAPPINGS BETWEEN DESIGN
SPACE AND NICHE SPACE
Betweendiffer ent designsand
differ ent setsof requirements

DESIGN SPACE

S

N

{0

R

NICHE SPACE

Arr ows depict different sorts of complex “fitness” relationships
(usually involving tradeoffs). Instead of fithessVALUES usefitness
VECTORS

Changesin one design can alter the niche of another, which in
turn can lead to design changes,which alter the niche of the
first. Interacting trajectories in both spaceanay involve multiple
feedbackloops.

CONTRAST COUPLEDFITNESSLANDSCAPES

DIFFERENT KINDS OF TRAJECT ORIES:

|-trajectories POSSIBLEFOR AN INDIVIDU AL

E-trajectories POSSIBLEACROSSGENERATIONS, USING EVOLUTION
R-trajectories POSSIBLEFORAN “EXTERNAL” RERAIRER

13



WHAT CAN BE
INSIDE AN INTELLIGENT AGENT?
A genericscheme

SRR N
Raanas]
R

BONONINNINE
oy
FERMNNN

y

Rectanglesrepresentshort or long term databases,ovals representprocessing
units and arr ows representdata flow.

Agents have various sensorsand motors connectedto a variety

of internal processingmodulesand internal short term and long

term databases,all performing various sub-tasks concurrently,

with information flowing in all dir ectionssimultaneously

That still allows MANY variants, with MANY tradeoffs.

In particular:

e architecturesmay be homogeneou®r may have differ ent
typesof mechanismdor different typesof functions

e architecturesmay be “flat” or hierarchical or heterarchical

e there are many waysof achieving global decisionsfrom

multiple sub-processes.
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REACTIVE AGENTS
HOW TO DESIGN AN INSECT?

perception action

REACTIVE PROCESSES

| THE ENVIRONMENT -
J/

IN A REACTIVE AGENT:

e Mechanismsand spaceare dedicatedto specifictasks

e Thereis no construction of new plansor
structural descriptions

e Thereis no explicit evaluation of alternative structures

e Conflicts may be handled by vector addition, simplerules or
winner-takes-allnets.

e Parallelism and dedicatedhardware give speed

e Many processesnay be analog(continuous)

e Somelearning is possible: e.g tunable control loops,
changeof weightsby reinforcementlearning

e Agentscopeusingonly geneticallydetermined behaviours

e Cannot copeif environmentrequiresnew plan structures.

e Compensateby having largenumbers of expendableagents?

There are differ ent classef reactive architectures

SOME USE SEVERAL PROCESSINGLAYERS. E.G. HIGH ORDERCONTROL

LOOPS SOME MANIPULATE INTERNAL STATE.

15



EMOTIVE REACTIVE AGENTS

EMOTIVE REACTIVE AGENT
perception action

ALARMS

1T

REACTIVE PROCESSES

‘:\ THE ENVIRONMENT |

Somesort of “override” mechanismseemso be neededfor certain
contexts

AN ALARM MECHANISM:

e Allowsrapid redirection of the whole system

e suddendangers

e suddenopportunities

e FREEZING

e FIGHTING

e FEEDING (POUNCING)

e ATTENDING (VIGILANCE)

e FLEEING

o MATING

e MORE SPECIFICTRAINED AND INNATE AUTOMATIC RESPONSES
Damasioand Picard call these“Primary Emotions”
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REACTIVE AND DELIBERATIVE
LAYERS

TOWARDS DELIBERATIVE AGENTS
perception action

DELIBERATIVE PROCESSES
(Planning, deciding,

/ scheduling, etc.)
x\
Variable

threshold
attention
filter =—]

activation

._‘ﬁ THE ENVIRONMENT #

IN A DELIBERATIVE MECHANISM:

e Motivesare explicitly generatedand planscreated

e New optionsare constructedand evaluated

e Mechanismsand spacearereusedserially

e Learnt skills canbetransferredto the reactivelayer

e Sensoryand action mechanismsmay produceor
acceptmore abstract descriptions(hencemore layers)

e Parallelism is much reduced(for various reasons):
e LEARNING REQUIRESLIMITED COMPLEXITY
e SERIAL ACCESSTO (PARALLEL ) ASSOCIATIVE MEMORY
e INTEGRATED CONTROL

e A fast-changingenvironmentcan causetoo many
interrupts, frequentre-directions.

e Filtering via dynamically varying thresholdshelps

but doesnot solve all problems.
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REACTIVE AND DELIBERATIVE
LAYERS WITH ALARMS

perception action
Long
term
memory
Y DELIBERATIVE PROCESSES I
(Planning, deciding, >
scheduling, etc.) /1-
‘ g i Motive
[ \ ““ ‘ .x activation
VTR
Variable = ‘ v
thresholdl ' ‘
attention
T ~ 1[G
/K REACTIVE PROCESSES i '
'
E‘ P
- —
— 7 |

THE ENVIRONMENT

AN ALARM MECHANISM (The limbic system?):

Allowsrapid redirection of the whole system

e Freezingin fear

e Fleeing

e Attacking (to eat,to scare off)

e Suddenalertness(“what wasthat?”)

e Generalarousal(speedingup processing?)

e Rapid redirection of deliberative processes.

e Specialisedearnt responses

Damasio & Picard: cognitive processestrigger “secondary

emotions”.
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SELF-MONIT ORING
(META-MAN AGEMENT)

DELIBERATIVE MECHANISMS WITH EVOLUTIONARILY
DETERMINED STRATEGIESMAY BE TOO RIGID.

Inter nal monitoring mechanismsmay help to overcomethis if they

e Impr ovethe allocation of scarcedeliberative resources
e.g. detecting’busy” statesandraisinginterruptthreshold

e Recordevents,problems,decisionstaken by the
deliberative mechanism,

e Detectmanagementpatterns, suchasthat certain
deliberative strategieswork well only in certain
conditions,

e Allow exploration of newinternal strategies,concepts,
evaluation procedures,allowing discovery of new
features,generalisations,categorisations,

¢ Allow diagnosisof injuries, illnessand other problems
by describinginternal symptomsto experts,

e Evaluate high level strategies,relative to high level
long term genericobjectives,or standards.

e Communicatemore effectively with others,e.g by
using viewpoint-centred appearancego help
directattention, or using drawings to
communicateabout how things look.
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AUTONOMOUS REFLECTIVE
AGENTS

META-MANAGEMENT
(reflective)

processes

| ﬂv\ ,/0?‘ [ Long
- . term
' - 7 memory
‘ DELIBERATIVE PROCESSES k

(Planning, deciding,

k scheduling, etc.) .‘

. .' P otive
activation

Variable

threshold <
attention

/ é
fiter =

perception action

REACTIVE PROCESSES

l‘ - THE ENVIRONMENT *

META-MAN AGEMENT ALLO WS

e Selfmonitoring (of many internal processes)

e Selfevaluation

e Self modification (self-control)

NB: ALL MAY BE IMPERFECT

e You don't havefull accesdo your inner statesand processes
e Your self-evaluations may beill-judged

e Your control may be partial (why?)

IT'S JUSTANOTHER TYPE OF PERCEPTION!
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‘MET A-MAN AGEMENT”
PROCESSESMIGHT :

e Promotevarious kinds of learning and development
e Reducefrequencyof failur ein tasks
¢ Not allow onegoalto interfer e with other goals
e Prevent wastingtime on problemsthat tur n out not
to be solvable
e Rejecta slow and resource-consumingstrategy
if afaster or more elegantoneis available
e Detectpossibilitiesfor structure sharing amongactions.
e Allow more subtle cultural influenceson behaviour
THE ALARM MECHANISM CAN BE EXTENDED
e Inputs from all parts of the system
e Outputs to all parts of the system

e Fast (stupid) reactionsdri ven by pattern recognition

Imagine diagram extended: an octopuson onesidewith tentaclesextendinginto
all the other sub-mechanismsgetting information and sendingout global
control signals.

Humans seemableto learn to suppresssomeof theseglobal signals. We canalso
learn to generatesomeof them voluntarily, e.g in certain kinds of acting.
There'salsoa very complexchemicalinfrastructur e with multiple subtle forms
of long term and short term control (e.g affecting mood, arousal,etc.).
TERTIARY EMOTIONS (PERTURBANCES): partial lossof
control of attention. Possibleonly with meta-managementvhich

allows somecontrol of attention.

Against Damasio& Picard: There could be emotionsat a purely cognitive level
—an alarm mechanisminterrupting and diverting processingvithout going
throughthe primary emotion system.We needto distinguish:

(A) CENTRAL AND (B) PERIPHERALSECONDARY EMOTIONS.

Both secondaryand tertiary emotionsmay be either purely central or partly

peripheral.
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INTERNAL COMPLEXITY

HIERARCHIC CONCURRENCY AND SPEEDCONTROL
There are agentswhich act concurrently and asynchronously, but
alsocomponentswithin individual agentswhich act concurrently
and asynchronously and componentswithin components...

Relative speedof different componentsmay change(e.g using
resouice-allocationstrategiesand architecturesfor dealing with
problemsdueto resourcelimits, e.g filters with interrupt

thr esholds meta-management).

COMBINING METHODOLOGIES

Differ ent *types* of mechanismsare lik ely to berequired,
including rule-basedreactive systemsneural nets,parsers,
meaninggenerators,sentencegenerators,pattern-dir ected
associatve knowledgestores,low level image analysersmainly
crunching numbers, high level perceptual mechanismanainly
manipulating structur es,simulations of other agents,event-driven
and interrupt-dri ven modulesetc.

Differ ent sorts of agentswith differ ent sorts of architecturesare
gearedto different tasksand requirements.

Many typesevolved, chasingevolving niches. Individuals can also
develop.

WHEN WE UNDERSTAND HOW ALL THESEDIFFERENTKINDS OF
FUNCTIONALITY CAN BE COMBINED AND THE DIFFERENTWAYS THEY
CAN BE IMPLEMENTED WE'LL BE BETTERABLE TO ASSESSWHAT
DIFFERENCEIT MAKES WHETHERTHEY ARE IMPLEMENTED IN
SOFTWARE, OR IN SPECIAL CIRCUITRY, AND WHETHER THERE ARE ANY
SPECIALADVANTAGESIN THE PARTICULAR IMPLEMENTATIONS THAT
EVOLVED NATURALLY.
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LEARNING AND
SELF MODIFICA TION

INCREASING ARCHITECTURAL COMPLEXITY
INCREASES THE SCOPEFOR LEARNING AND
DEVELOPMENT WITHIN AN INDIVIDU AL

e The more componentsthere are,the more things there are that
might be impr oved either by being self-adaptingor via extemal
mechanisms.

e The more componentsthere are,the more scopethere is for new
links to be added,or for links to be modified (e.g carrying richer
messages).

e The more sophisticatedthe agentthe more scopethereis for
iImpr ovementsbasedon developing newrepresentations.
ARCHITECTURAL CHANGE

Individual agents,throughlearning or development,may needto
be able to modify *their own* architectures,either to simulate
biological processesf growth and development,or because
applications of artificial agentsrequire changesof competenceat
run time (e.g agentsextendingthemseheswith new “plug-in”
componentsat any level).

THINGS CAN GO WRONG IN MANY WAYS

e physicaldamageor chemicalmalfunction

e information distorted or missing

e Wrong strategiesor algorithms learnt or developed

e connectionsgoingwrong (missinglinks, or spurious crosstalk).
Example: Multiple personality disorder.

e Somemay be “fixed” by physical change.

e Somerequire “softwar e change”.

e Somemay beirr eversible.
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THERE ARE MANY TRADEOFFS

e Betweentransmitting information via genegetc)and
transmitting mechanismdgor gaining the information

e Betweenhaving individuals “bor n” competent(precocial
speciesys having them learn for themsehes,possiblywith
parental help (altricial species)

e Betweenimpr ovementsthroughindividual learning and
developmentand impr ovementsthr ough socialdevelopments.

e Betweenhaving largenumbers of simple (and expendable)
individuals and having small numbers of larger and more
sophisticatedindividuals

We don't yet understand all the tradeoffs and how they drove
evolutionary processedncluding the developmentof diverse
solutionsdueto subtle interactions betweentradeoffs and
environmental differ enceddiffer ent niche pressues).
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CONCLUSION

We needa better understanding of how evolution
exploresand usestradeoffs.

Thereareno “right” answers.
There are many discontinuities.
Thereare many hybrid solutions.

Many differ ent breakthroughs,not yet understood,
were neededfor human architectures.

Yet insectsremain pretty successful.

But that doesn'tmeaneverything works like aninsect....

There are solutionsin many kinds of “wetware”

Incr easinglywe are finding solutionsin new kinds of
hardware

Futur e solutionsmay existentirely in software,
and be nonethe worsefor that.
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