SIM_AGENT two yearson

Jeremy Baxter, Richard Hepplewhite,
DefenceEvaluationandResearci\gencg/
Malvern,Worcestershir®VR143PS

Brian Logan andAaron Sloman
Schoolof ComputerScience
Universityof Birmingham,BirminghamB152TT

Abstract

At ATAL’'95 a paperwas presentedeportingon the sSIM_AGENT toolkit [8].
SIM_AGENT wasdevelopedto provide a flexible framework for the explorationof
architecturedor autonomousagentsconsistingof a variety of concurrentinter-
actingmodulesoperatingin discretetime. The previous paperoutlinedtwo early
experimentswith the toolkit. In this paper we describethe experiencef two
groupsactively usingthe toolkit andreportsomeof whatwe have learntaboutits
strengthandweaknessedNe briefly describehow thetoolkit hasdevelopedsince
1995andsketchsomeof thewaysin whichit mightbeimproved.

1 Intr oduction

At ATAL’'95 apapemwaspresentedeportingonthesiM_AGENT toolkit [8]. SIM_AGENT
wasdevelopedto provide a flexible framewnork within which to explore diverseagent
architecturesincluding agentscontaininga variety of concurreninteractingmodules
of varioustypes,suchasmodulesconcernedvith perceptionmotive generationcom-
munication,planning,learning,self-monitoring,andplan execution. It wasexpected
thatsomeagentouldincludea mixture of reactve anddeliberatve mechanismsand
in additionsomemight need'meta-managementhechanism@volving self monitor
ing, self evaluationandself modification. We alsoexpectedsomeof the mechanisms
to besymbolicandotherssub-symboliavith corvenientinterfacesbetweerthem(e.g.
betweercondition-actiorrulesanda neuralnet).

The previous paperoutlinedtwo early experimentswith thetoolkit: a simplesim-
ulatedwall-following robotwith areconfigurablemixture of neuralnetsandsymbolic
rules;andtheco-evolution of two agentdevelopingalanguagédor collaboratve prob-
lem solving. Sincethentherehave beena numberof differentusersof the toolkit at
Birmingham,including lan Wright, who hasexperimentedwith a complex architec-
turefor a motivatedagentwith meta-managemenapabilitieg11], Darryl Davis who
reportedexperimentswith cooperatie agentswith differentlevels of intelligenceat
ATAL’96 [1], andRiccardoPoli who hascontinuedto usethetoolkit for evolutionary
experimentswith hisstudentsThemainusershowever, areBrian Loganwhois work-
ing with Aaron Slomanat Birminghamexploring multi-level architecture$or human-
like agentq10] andJeremyBaxterandRichardHepplevhite at DERA Malvernwho



are developing simulatedbattle scenariosvhich might be usefulfor training novice
tankcommander#].

In this papemwe presensomeof whatwe have learntaboutthe strength@andweak-
nessef the toolkit basedon our experienceto date,and sketchsomeof the ways
in which it might be improved. We seethis as part of a continuingprocesghrough
which developersandusersof differenttoolkits canshareideasandlearnabouteach
othersgoals,problems solutionsandunanswereduestionssothatthe communityas
awholecandevelopabetterunderstandingf theissuesin thenext sectionwe briefly
describethe siM_AGENT toolkit. Section3 reportson someof the experiencef the
groupsat Birminghamandthe DERA, including problemswhich led to modifications
of the toolkit. We thenoutline someof the changesn thetoolkit since1995,andgo
on to discusssomeof the additionalchangeghat now seemdesirableandlong term
prospects.

2 The siM_AGENT toolkit

In this sectionwe briefly describethe original versionof thetoolkit, asreportedn [8].
A moredetaileddescriptiorof thetoolkit canbefoundin [9].

SIM_AGENT wasdevelopedo supportheexplorationof agentarchitecture$or one
or moreagentsoperatingin discretetime. It aroseout of along termresearctproject
concernedvith architecturegor autonomousgentswith humanlike capabilitiesin-
cludingmultiple asynchronousourcesf motivationandtheability to reflectonwhich
motivesto adopt,whento achieve them,how to achieve them,how to interlease plans
andsoon. Thetoolkit is basedn the POPRULEBASE library developedat the Univer
sity of Birmingham. POPRULEBASE is a flexible forward chainingproductionsystem
interpreterfor ‘rule-based’programming.

An agentconsistof a numberof interactingcomponent®r mechanismssomeof
which mayberesourcdimited. Eachinternalmechanismis representegrimarily by
asetof condition-actiorrules,wherethe conditionsareeithersimplepatternghatcan
be matchedagainstentriesin the databaséor thatagent,or elsemorecomplec condi-
tions, includingdisjunctions negatedconditions,mplications,existentially quantified
conditionsand‘WHERE' conditionswhich caninvoke arbitraryPop-11codeproduc-
ing a booleanresult. Whena rule hasall its conditionssatisfiedits actionscanall be
run. Actions may be simplelists to be addedto or deletedfrom the agents database,
or morecomplex actionsincluding‘ PoP11’ actionsinvoking arbitraryPop-11linstruc-
tions. Rulesaregroupednto rulesetsin generalrulesetqalongwith the Pop-11code
they invoke) correspondo or implementthe differentcomponent®r mechanismsf
anagentarchitecturefor exampleperceptuaprocessingreactve behaiours suchas
obstacleavoidance deliberatve behaiourssuchasplanningmotive generatioretc.

In eachtimesliceevery agents internalmechanismgeta chanceo run. For each
agentin turn, the schedulerunseachof the agents rulesetdy calling the POPRULE-
BASE interpreter Theruleinterpreteiis givenarulesetandadatabasegndit repeatedly
runstherulesin therulesetuntil eithersomespecifiedcycle limit hasbeenreachedor
a‘'STOP' actionis executed By defaulttheorderof therulesin arulesetdetermineshe
orderin whichtheir conditionsshouldbetested andit mayalsodeterminewvhichrules
run if severalhave all their conditionssatisfied. However, the designercanover-ride
the default rule selectionstratgy for particularsub-mechanismsOptionsinclude (a)
runningall therules,(b) runningonly the first runnablerule, (¢) creatinga setof rule
instancesndallowing a userprocedurdo orderor filter them.



Thetoolkit isimplementedn Pop-11andis intendedo bevery ‘open’ with all the
sourcecodeavailableto usersandeasyinterfacesbetweerthetoolkit mechanismand
Pop-11code,sothatuserscanextendor modify the toolkit’s functionalityasneeded,
e.g.by mixing Pop-11codewith therule-baseadhotationof thetoolkit.

3 Experiencewith the toolkit

Ourassumptiorwasthatdifferentapplicationdomainswvould requiredifferentsortsof

agents,and even asregardsthe goal of modellinghumancognitive processed was
still prematureto adoptary particularagentarchitecturesincecurrenttheorieswere
boundto be oversimplified. The toolkit wasintendedto provide an ernvironmentfor

exploring alternatve architectureswhich would provide usefulexperiencenelpingus

to testtheoriesandto learnaboutthe strengthsandweaknessegf alternatve designs.
In the processve would alsolearnmoreaboutthetoolkit andhow it canbeimproved.
In this section,we presenta preliminaryanalysisof the strengthsandweaknessesf

thetoolkit, basedn our experiencesofar.

3.1 Operatingin realtime

Thetoolkit is beingusedat DERA Malvern[4] to simulatecommandersvithin areal-
time battlefieldsimulation. The agentdnteractwith anexternalphysicalsimulationof
the battlefieldervironment. In orderto tie in with the simulationit wasa reasonably
straightforvardtaskto usecommunicatiorfrom andto the simulationto provide the
sensorandeffectorsfor agents.

Otherentitieswithin theexternalsimulationmaybe controlledby humansandit is
thereforenecessaryor the SIM_AGENT agentdo runin realtime. Thetoolkit wasin-
tendedo supportarchitecturesvith resourcéimits andprovidesmechanism$or vary-
ing relative speedof componentsvithin anarchitectureaswell asrelative processing
speedf differentagents.However, the emphasisvason simulatedtime ratherthan
real time, sinceexperimentalimplementationof particularcomponentge.g. neural
nets)might be very slow comparedvith laterimplementationsisingspecialpurpose
hardware or multiple processorsAs a result,noneof the built-in mechanismsf the
toolkit includeary referencdo realtime or the processotime, only to countsof rule
firings.

Theonly way of obtainingreal-timeresponsevasto usethethe‘cycle limits’ for
eachrulesetto controlthenumberof rulesthatcanfire in asinglecycle (singlepassof
the schedulertherebyconstraininghe amountamountof processingan agentcould
perform,while updatingthe agentsrom the externalsimulationat regular time steps
(typically two seconds)Eachagentrunsupto its cyclelimit (or completion)n thefirst
passof thescheduleatwhichpointtheschedulecheckgo seeif thenext time stephas
beenreachedIf moretime is availableanothepasss madethroughall active agents.
This continuesuntil all agentshave completed(have no morerulesthey canrun) or
thetime stepis reached.lt is thereforeimpossiblefor an agentto predicthow much
processotimeit will getin ary slice of realtime sincethis depend®n the numberof
agentsunningandhow muchwork they aredoing. This requiresthe useof ‘anytime’
techniquesvhich alwayshave a solutionof somesortavailablesothatthe agentcan
startexecutingit whendesired.

Although not explicitly designedwith real-timeperformancen mind, the toolkit
works surprisinglywell in this application. However, the simple approachoutlined



above resultsin a numberof inefficienciesin that all agentsrun, evenif they have

completedprocessingandall rulesin all rulesetsareexaminedevenif they cando no

work until the next timestep(whennew informationmight triggerthem). In orderto

ensurereal-timeresponseif is importantto ensurehatthe actionsperformedoy rules
take a small amountof time. This typically meansthat the rules mustbe relatively

‘fine grained’which in turn implies thatwe needa lot of rules, eachof which must
matchits conditionsandstoreits results(i.e. the currentstateof the problemsolving
process)n the database Becausehereis sucha variety of typesof conditionsand
actions,includinguserdefinedconditiontypesandactiontypes,no standardndexing

schemecanbeusedto optimisetheinvocationof rules?! It maybe possibleto do some
partialindexing wheresimplerule andactionforms areused thoughthis will always
beonly apartialsolution,of limited valuewhenthefull flexibility of POPRULEBASE is

exploited. As aresultthe systemcanbe very wasteful,repeatedlycheckingthe same
conditionsto find out which rulesarerunnable.

3.2 Maintaining dependencies

In work at Birmingham we areexploring architecturegor agentswhich play a variant
of the gameof ‘hide-and-seekin comple terrains. Our agentsoperatein a dynamic
ervironmenton the basisof incompleteor uncertainnformation,revising their beliefs
andintentionsif the informationon which they arebasedchangesr the assumptions
madeby the agentturn out to be incorrect. It is often the casethat thereis a delay
betweeranagentforming anintentionandactinguponit. Moreover, anintentionmay
take sometime to achieve (e.g.it mayrequirethe executionof a multi-stepplan). This
involveskeepingtrack of dependencielsetweerthe agents beliefsandintentionsand
betweenits intentionsand the plansto achiese theseintentions. In addition, where
the informationavailableto an agentis known to be incompleteor uncertain,it may
wish to do somesimplehypotheticakeasoningfor exampleto do somecontingeng
planning,or to investigateheimplicationsof differingassumptions.

Maintainingdependencielsetweeranagents beliefsandintentionshasbeenare-
curringthemeof thework at Birmingham,andsereralalternatve stratgjieshave been
employed,including ‘guard conditions’(or procedurespn rule andactionexecution,
additional‘consisteng checking’rulesetsvhich determineghe validity of the current
intention, and ‘context tags’ or separatelatabasefor hypotheticalreasoning.How-
ever noneof theseapproachess entirely satishctory It canbe difficult to anticipate
theguardconditionsf theagenthas for example,ageneraplanningcapability More-
over suchconditionstendto proliferateandare hardto maintainasthe agents capa-
bilities develop. Using ‘context tags’ or separatelatabasefor hypotheticakeasoning
meanghatit is difficult to shareinformationbetweercontets, which canresultin the
rederivationof the samenformationin differentcontets.

3.3 Defining agentcapabilities

Thefactthatthe toolkit is embeddedh a generalpurposeprogramminganguag€g(in

thiscasehePoplogprogrammingervironment) rathethanimplementedh aprogram-
ming languaggas,say aninterpreterfor a logical agentlanguagemight be) givesus
considerabldlexibility in definingthe agents primitive actionsor capabilities.There

1For example,it meanswe cant usethe RETE algorithmto optimiserule selection.



are often significantadvantagego usingan appropriatdevel of abstractionandit is
not alwaysclearwhatthis shouldbewhendevelopinganarchitecture.

In somecasesthedesignersinitial choiceof primitive actionsturnsoutto beinap-
propriate.For example theoriginal designfor our hide-and-seekgentsncorporatech
simplerouteplanningcapabilityasa primitive action. Theplannemwasimplementedn
Pop-11pntheassumptionhatanencapsulatethechanismvould simplify theintegra-
tion of planningwith otherbehaiours. In practice thisturnedoutto betooinflexible,
andin morerecentwork we have splitthe planneiinto anumberf morebasicprimitive
planningactionswhich performmodelabstractionstepplanning,planrefinementand
smoothingcontrolledby a collectionof meta-managementles,which decidewhen
to plan,whatsortsof plansarerequiredandhow mucheffort the agentcanafford to
spendon planning.

While it would have beenpossibleo (re)implementheplannedirectlyin POPRULE-
BASE, thiswould have requiredconsiderableffort andentaileda significantcomputa-
tional overhead.The easewith which codefragmentscanbe embeddedn the condi-
tions andactionsof rulesmeanghatthosepartsof the problemwhich arenot part of
the generalarchitecturecanbe implementedprocedurallywith a consequenincrease
in bothclarity andefficiency.

4 How thetoolkit hasdeveloped

A numberof developmentof thetoolkit occurredafterit beganto be usedin earnest.
Someof thesewere anticipatedat the time the toolkit was developed,for example,
the addition of tools for profiling. Otherchangesare moreinteresting,asthey were
concernedwvith the expressie power of the toolkit andthe control mechanismsi.e.

they madea differenceto how easyit wasfor the designeito achiese desiredeffects.
In this sectionwe briefly describesomeof the morerecentextensionsof thetoolkit.

4.1 Controlling attention

Oneof themainproblemswith thetoolkit wastheinefficiency of POPRULEBASE. Each
agenttypically containsa large numberof ruleswhich mustbe matchedagainstthe
agents databaseAlthoughtherulesareorganisednto rulesetspy default all of each
agentsrulesetsaarerunateachtimeslice,soall therulesareconsideredBecaus®f the
difficulty of indexing therules, our approacthasto beento male it easierto control
whichrulesetsaareconsideredy theinterpreter This wasachiezedby introducingthe
rulefamilyasatypeof data-structurgvhich couldmaintainthe context associatevith

acollectionof rules.

A rulefamily is acollectionof cooperatingulesets A particularsub-modulen the
architectureof anagentcanimplementedasa rulesetor rulefamily operatingeitheron
a generaldatabasén the agentor on a collectionof specialisedlatabasewithin the
agent.Only onerulesetin thefamily is everin controlatatime, but thecurrentruleset
cantransfercontrolto anotherulesetin the family usingvariousactionsprovidedfor
this purpose,including actionsfor pushingand poppingrulesets. In addition, it is
possibleto pushandpopdatabasesoasto restrictthedatabaseheckingrequiredin a
particularcontet. This allows a comple rule-basedystemto be dividedinto a setof
differentrulesetssuchthatonly onerelatively smallrulesetis active at ary onetime.
The division of internalagentmechanisménto rulefamilieshasthe obvious merit of
supportingmodulardesignwith easyadditionandremoval or invocationof particular



rulesets,but it canalsoreducethe amountof wastefulcondition-checkingsincein
differentcontexts anagentcanenableanddisabledifferentrulesetsanddatabases.

In orderto efficiently controlthe agentsunningin realtime it wasalsonecessary
to modify thescheduleto maintaininformationaboutthe numberof rule firingswhich
took placeanddetectwhenanagenthadfinishedprocessingThis wascombinedwith
a new facility to controlthe list of agentsbeingrun on eachcycle. Eachtime the
scheduleiis runit is givena list of agentsto execute,andeachagentreportsif it did
notfire ary ruleson a passallowing it to beremovedfrom thelist of runnableagents
until new informationarrives?

4.2 Dynamic local control ervironments

Someof thesemechanismsvereavailablein previousversionsof the toolkit but they
werehardto use,andthey alsointroducedbugsbecauseherule interpretemwasorig-
inally designedo run asa singleprocessanddid not save the contet properlywhen
switchingfrom oneagentto anotheror from one sub-mechanismwithin an agentto
another However whenrunninga variety of differentsortsof concurrentmechanisms
in differentagentsit is necessaryo beableto save andrestorethevariablevalueervi-
ronmentgequiredby thosedifferentmechanisms-or example ,oneof the problemsof
the original implementatiorwasthatthe mechanisnfor selectionof rulesandsorting
or filtering of rule-instancesvascontrolledby global variablesmakingit difficult to
usedifferentselectionstratgyiesfor differentrulesets.

Pop-11lalreadyhasa ‘dl ocal ' mechanismwhich generaliseslynamicvariable
binding andcanbe usedto ensurethatwheneer a procedurexits whethernormally
or abnormallysome‘exit action’ is run. By allowing ‘DLOCAL expressionsto be
associatedvith individual rules, rulesets,rulefamilies or completerulesystemswe
allowedcontrolervironmentgo besafelymodifiedby individual mechanismsvithout
affectingarnything else asthe pre-&isting ervironmentis automaticallyrestoredvhen
thelocal controlervironmentestablishedby the DLOCAL expressions exited.

A side-efect of the introductionof DLOCAL expressionsvas more effective de-
buggingtools. In a simulationinvolving multiple concurrentlyactingagents gachof
which could have multiple concurrentinternalmechanismsthe taskof keepingtrack
of whatwas going on could be extremely difficult, with megabytesof trace printing
generatedf all the systemtraceproceduresireturnedon. UsingDLOCAL expressions
it becamepossibleo requirea particularsuspectule or ruleseto turnondehlugtracing
without having it turnedon moreglobally, requiringfar lesssifting throughirrelevant
printout.

However, the mostimportantchangeto help with this problemof understanding
whatwashappeningvasthe additionof a graphicalpackagentegratedwith the ob-
jectclassystemandbasednthethePop-11relative coordinatesgraphicapackagé’
This madeit easyfor changesccurringin simulatedagentsto be automaticallydis-
playedin a screen(e.g.change®f locationand orientation,but otherchangesalso).
Moreover, sincethe new mechanismallowed mousecontrolledmovementsof picture
objectsto producechangesn thecorrespondingimulatedagentsit becamenucheas-
ier to testsimulationsanddemonstrat¢hatthey wereworking. Thegraphicalpackage

2Thisstratgy worksin applicationsvhereno rulesfire afterquiescencennlessherearenew inputs(per
ceptsor messages).e. wherethe userhasnotimplementedtountersor timersas‘ WHERE' rule conditions.

3Priorto theintroductionof thesegeneragraphicaltoolsthe DERA teamwereableto developtheir own
graphicaldisplaysby invoking the basicPop-11graphicalfacilities from thetoolkit, anotherexampleof the
adwantage®f having thetoolkit embeddedh a generapurposgrrogrammindanguage.



is still being extendedto provide a rangeof asynchronougontrol mechanismse.g.
enablingthe statesof individual objectsto beinterrogatedeasilyatruntime.

4.3 Beliefand intention revision

Whileit is possibleto usethebasicfacilitiesof thetoolkit to keeptrackof dependencies
betweertheagents beliefsandintentionsjt requiresconsiderableffort on the partof
thedesignetto ensurehatthe necessarypookkeepinginformationis generatedby the
variousmodulesandthatthis informationis usedin anappropriatevay. Thereis also
oftenaconsiderableverheadn checkingthe consisteng conditionsin rules.

In anattemptto overcometheseproblemswe areexperimentingwith moving de-
pendeng maintenanceut of the agentandinto the toolkit itself. Maintainingdepen-
denciesis a recurringproblemin artificial intelligence. A standardapproacho this
problemis a ‘truth maintenanceystem’. A truth maintenanceystemis a systemfor
reasonin@boutdependenciegsetweerpiecesof information. Therearemary different
typesof truth maintenanceystemwith varying capabilities but at their simplestthey
perform‘bookkeeping’for a problem-soler, acceptingnformationfrom the problem-
solveraboutdependencieandinconsistencieandinformingthe problemsolver about
whichdatacanconsistenthjbe usedasabasisfor deliberation We haveimplemented
simpleassumption-basedith maintenanceystem(ATM S) [2] in Pop-1lasanexten-
sionto thetoolkit.* Moving thebookkeepingassociategavith dependengmaintenance
out of the agentandinto the toolkit allows usto tackle problemswith morecomple
dependenciesnd,moreimportantly to focusonthemoreinterestingoroblemof which
dependencieareimportant.

4.4 Multi-agent systems

Even with the efficiency improvementsoutlined above, in mary caseswe required
larger numbersof agentsthancould be reasonablysimulatedon one machine,andit
becamenecessaryo modify thetoolkit sothatseveral copiescouldberun simultane-
ouslyandcommunicatevith eachother In orderto allow thetoolkit to be distributed
two mainfeaturesvererequired:a commonsetupprocedurevhich allows distributed
SIM_AGENT's to startsimultaneouslyith shareddata;anda systemfor passingmes-
sagedetweeragenton differentmachinesSimultaneoustartupis relatively simple
with a commonsetupfile andbroadcassocletsbeingusedto synchronisehe inter-
nal clocks and assignuniqguenamesto agents. The passingof messagesvasa little
morecomple but, becausef the modularnatureof thetoolkit, could be achiezed by
methodoverloadingin a mannemwhich wastransparento theinternalmechanismsef
theagentsThetoolkit'smessag@assingnethodwhichtooklists from thedatabasef
the transmittingagentandplacedit in theincomingmessagslot of the recipientwas
overloadedvith onewhich broadcasthe messagen a UDP broadcassoclet.

5 Further work

In this sectionwe commenton someproblemswith the developmentsof the toolkit
reportedin the previous section,and discusssomeof the additionalchangego the
toolkit thatnow seenmdesirabldn thelight of our experience.

4Thisis similarto theapproactio singleagentbelief revision adoptedoy MalheiroandOliveira[5].



The rulefamily mechanisnprovidesan extra level of abstractiorwhich simplifies
the implementatiorof certaincontrol stratgjies. As an efficiency measureulefami-
lies have beenonly partially successfubut they introducedsomenew conceptsvhich
could be usedto control how an agentfocusedits attentionby allowing someinter-
nal stateto be maintainedmostimportantlywhich of a family of rulesetds currently
active. For example,it madepossible'setuprulesets’'which ran only onceandthen
replacedhemseleswith active versions .t alsoallowsrulesetso befocusedonapar
ticular aspeciof a problemover several cycleswithout the needto continuallycheck
their applicability Whena rulesethasfinishedit transferscontrol to anotherruleset
or switchesbackto a ‘control ruleset'which decideswhatto do next. For example,
this allows a straightforvardimplementatiorof theideaof a ‘problemspace’ though
in this case the useris responsibldor programminghe transitionsbetweerproblem
spaces.

Thisis ratherlik e usinggotosto controltheflow of programexecution.Apartfrom
theworry thatsuchsystemswill be difficult to modify andmaintain(whichis largely
speculation)thereare problemswith how rulefamiliesinteractwith otherfeaturesof
POPRULEBASE. In particularthereareproblemsf all therulesin arulesetareexecuted
in parallel® In this caseall theactionsconceptualljhapperat once,andit is badstyle
to rely on ary specificexecutionorderfor the rule instances.For example,if oneof
therule instancesontainsa SWITCHRULESET action,do the otherrule instanceget
runor not? In practice,only someof themwill, dependingn the positionof therule
containingthe swiTCHRULESET in the currentruleset. This is not arequirementhat
all combinationsof thetoolkit featureshe ‘consistent’,but it is a significantproblem
that one of the mechanismgrovided for meta-level controlis incompatiblewith the
parallelexecutionof rules.

Someusershave addressethis by allowing theuseof condition-actiorruleswhere
theactionsincludePop-11codeto runtherule interpreteron a specifiedruleset.How-
evertherecursve invocationof theinterpreteris notintegratedwith the resourcecon-
trol mechanismgrovidedin SIM_AGENT, which canbe a problemif the rulesetdoes
not run to completionwithin a singletimeslice. A betterapproachwould be to pro-
vide a specialform of actionto invoke theruleinterpretemwith a specifiedruleset(and
maybea cycle limit to controltheir resourceconsumptiorasalreadyhappendor the
rulesetsrun by the scheduler).The sub-rulesetould sharethe samedatabasasthe
invoking rule, or the rule could createa private databasdor the sub-ruleseto do its
work in. Thiswould provide moreflexibility thantherulefamily mechanismwhichas-
sumesafixedsetof rule-familiesis built into eachagentsrulesystemgakingdynamic
introductionof new rulesetsrery awkward (thoughnotimpossible). Thenew proposal
would allow a hierarchyof levelsof control,with arule atonelevel decidingto runa
ruleseffor agivennumberof cyclesor until quiescencepossiblyinterlearedwith exe-
cutionof therulesatthe‘control level’ monitoringthe progresof the sub-ruleseand
decidingwhenit is appropriateto terminateit.” It couldalsosimplify themodellingof
oneagentby another

Suchanapproachaddressethe threemotivationsfor introductionof rulefamilies,
namelyefficiengy, modularity and cognitive modelling,andit hasthe additionalad-
vantagethatthe controlknowledgeis keptout of thelow level rulesets.It alsoallows

5In contrasto say SOAR, wherethe problemspacesregeneratec@utomaticallyoy the architecturg7].

6we have foundtheparallelexecutionof rulesetgo bevery usefulin certainsituations particularlyin the
implementatiorof low-level behaiours suchasperceptuaprocessingfor examplewhentherearemultiple
interpretation®f the percepts.

"For example, it would allow theimplementatiorof the metaleel controlof PRS[3].



(simulatedconcurrentontrol,atthecostof introducingsomeconcepts/syntato cope
with thenotionof a subtaskor processtartedby a‘control’ rule,andwaysof control-
ling thattask.

Anotherdisadwantageof storingsomestatein rulefamiliesarosefrom the needto
allow agentdo changeheirmechanisms.g.throughlearningor ‘promotion’ to anew
role. Changingtherole of anagentby giving it a differentrulesystenbecameharder
to do: insteadof simply gaininga differentlist of rulesandcontinuingto runwhenan
agentchangesole (for instanceérom anindividualtankcommandeto thecommander
of a group)the stateof ary retainedrulefamilies mustbe presered. This involves
copying the internal stateof the agents currently active rulefamiliesand initialising
ary new rulefamiliesit gainsto their defaultstate.

We anticipatefurtherextensiongo thetoolkit will benecessarin thefuture. Some,
likethe ATMS, will begeneraburposewhile otherswill bedomain-specificFor ex-
ample,it maybenecessaryo extendthetoolkit's representationsf its own processes
to supporthe meta-managemengpabilitieamplied by therecursveinvocationof the
rule interpreter The easewith which thetoolkit canbe extendeds oneimportantway
in which it supportsthe developmentof agent-basedystemsand the exploration of
new agentarchitecturesAt a higherlevel, we areinterestedn abstractingaway from
the sSIM_AGENT toolkit, with theaim of specifyinghigh-level librariesof architectural
componentsvhich could,in principle, beimplementedn othertoolkits. As a simple
example,it would be usefulto have somelibrarieswhich configurePOPRUL EBASE to
runin thetwo or threemostusefulconsistentombinationof controloptions.

Oneof the mostinterestingchallengess to explore ways of implementingself-
knowledge self-evaluationandself-modification. Simpleformsareavailablein mech-
anismswith feedbaclandreinforcementearning butthoseessentiallynly alterweights
andconnectiondetweerfixedstructuresHumanlearningseemso involve morecom-
plex typesof self modification,for instancdearninganew strat@y for actingor think-
ing. Oneof theimportantchallengegor futureresearctis to find goodwaysto enable
anagentto discoverthe needandopportunityfor suchchanges.

6 Final Remarks

Much work on agentsand multi-agentsystemss concernedvith ensuringrationality
of agentsand provable correctnes®f designsor implementations.However, neither
concerris essentiafor thescientificstudyof agentspartly becausaccuratenodelling
of humansandotheranimalswith all theirimperfectionsobviously cannotpresuppose
perfectrationality or perfectreliability for arny particulartask,andpartly becauseven
within engineeringrameawvorksit haslong beenunderstoodhattherearedomainsin
which tractabilityentailsa rejectionof perfectrationality [6].

We conjecturethat experiencewill shov that toolkits andlanguageghat are not
fetteredby constraintsof rationality or provable correctnesprovide a more general
framework for exploring a broadrangeof typesof agentswith boundedationality. Of
coursepy providing morefreedomsuchtoolsalsochallengehe designeto take extra
carein clarifying objectves,andto developcriteriaandtoolsfor evaluatingsystems.

We do not claim that SIM_AGENT is the only or the bestsuchexploratorytoolkit.
However, at presenbur understandin@f the spaceof possibledesignss still solim-
ited thatdogmaticcommitmento ary onemethodologylanguageor toolkit couldse-
riously restrictfutureresearchWe would thereforeencouragelevelopersandusersof
differenttoolkits to comparesachotherssystemsaandto communicateregularly about



their goals,problems solutionsandunansweredjuestionso thatthe communityasa
wholecandevelopabetterunderstandingf theissues Onthatbasisa new generation
of more powerful and generaltools and languagesnay be evolved. This bootstrap-
ping processnayhave to continuefor severalgenerationdeforewe areableto model
arnything closeto humanintelligence.

In particularwe welcomeattemptso reimplement&andimprove on our tools (e.g.
reimplementatiomisingotherprogrammindanguages)hallengeshatthetoolkit may
beunableto meet,andconstructve suggestionsegardingfuture developments.
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