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Abstract

At ATAL’95 a paperwaspresentedreportingon the SIM AGENT toolkit [8].
SIM AGENT wasdevelopedto provide a flexible framework for theexplorationof
architecturesfor autonomousagentsconsistingof a variety of concurrentinter-
actingmodulesoperatingin discretetime. Thepreviouspaperoutlinedtwo early
experimentswith the toolkit. In this paper, we describethe experiencesof two
groupsactively usingthetoolkit andreportsomeof whatwe have learntaboutits
strengthsandweaknesses.Webriefly describehow thetoolkit hasdevelopedsince
1995andsketchsomeof thewaysin which it mightbeimproved.

1 Intr oduction

At ATAL’95 apaperwaspresentedreportingontheSIM AGENT toolkit [8]. SIM AGENT

wasdevelopedto provide a flexible framework within which to explorediverseagent
architectures,includingagentscontaininga varietyof concurrentinteractingmodules
of varioustypes,suchasmodulesconcernedwith perception,motivegeneration,com-
munication,planning,learning,self-monitoring,andplanexecution. It wasexpected
thatsomeagentscouldincludeamixtureof reactiveanddeliberativemechanisms,and
in additionsomemight need‘meta-management’mechanismsinvolving self monitor-
ing, self evaluationandself modification.We alsoexpectedsomeof themechanisms
to besymbolicandotherssub-symbolicwith convenientinterfacesbetweenthem(e.g.
betweencondition-actionrulesanda neuralnet).

Thepreviouspaperoutlinedtwo earlyexperimentswith thetoolkit: a simplesim-
ulatedwall-following robotwith a reconfigurablemixtureof neuralnetsandsymbolic
rules;andtheco-evolutionof two agentsdevelopinga languagefor collaborativeprob-
lem solving. Sincethentherehave beena numberof differentusersof the toolkit at
Birmingham,including Ian Wright, who hasexperimentedwith a complex architec-
turefor a motivatedagentwith meta-managementcapabilities[11], Darryl Davis who
reportedexperimentswith cooperative agentswith different levels of intelligenceat
ATAL’96 [1], andRiccardoPoli who hascontinuedto usethetoolkit for evolutionary
experiments,with hisstudents.Themainusers,however, areBrianLoganwhois work-
ing with AaronSlomanatBirminghamexploringmulti-level architecturesfor human-
like agents[10] andJeremyBaxterandRichardHepplewhite at DERA Malvernwho
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aredevelopingsimulatedbattlescenarioswhich might be useful for training novice
tankcommanders[4].

In thispaperwepresentsomeof whatwehavelearntaboutthestrengthsandweak-
nessesof the toolkit basedon our experienceto date,andsketchsomeof the ways
in which it might be improved. We seethis aspart of a continuingprocessthrough
which developersandusersof differenttoolkits canshareideasandlearnabouteach
othersgoals,problems,solutionsandunansweredquestions,sothatthecommunityas
awholecandevelopabetterunderstandingof theissues.In thenext section,webriefly
describethe SIM AGENT toolkit. Section3 reportson someof theexperiencesof the
groupsat BirminghamandtheDERA, includingproblemswhich led to modifications
of the toolkit. We thenoutlinesomeof thechangesin the toolkit since1995,andgo
on to discusssomeof theadditionalchangesthatnow seemdesirable,andlong term
prospects.

2 The SI M AGENT toolkit

In thissection,webriefly describetheoriginalversionof thetoolkit, asreportedin [8].
A moredetaileddescriptionof thetoolkit canbefoundin [9].

SIM AGENT wasdevelopedto supporttheexplorationof agentarchitecturesfor one
or moreagentsoperatingin discretetime. It aroseout of a long termresearchproject
concernedwith architecturesfor autonomousagentswith humanlike capabilitiesin-
cludingmultipleasynchronoussourcesof motivationandtheability to reflectonwhich
motivesto adopt,whento achieve them,how to achieve them,how to interleaveplans
andsoon. Thetoolkit is basedon thePOPRULEBASE library developedat theUniver-
sity of Birmingham.POPRULEBASE is a flexible forwardchainingproductionsystem
interpreterfor ‘rule-based’programming.

An agentconsistsof a numberof interactingcomponentsor mechanisms,someof
which mayberesourcelimited. Eachinternalmechanismis representedprimarily by
a setof condition-actionrules,wheretheconditionsareeithersimplepatternsthatcan
bematchedagainstentriesin thedatabasefor thatagent,or elsemorecomplex condi-
tions,includingdisjunctions,negatedconditions,implications,existentiallyquantified
conditionsand‘ WHERE’ conditionswhich caninvoke arbitraryPop-11codeproduc-
ing a booleanresult. Whena rule hasall its conditionssatisfiedits actionscanall be
run. Actionsmaybesimplelists to beaddedto or deletedfrom theagent’s database,
or morecomplex actionsincluding‘ POP11’ actionsinvokingarbitraryPop-11instruc-
tions.Rulesaregroupedinto rulesets.In general,rulesets(alongwith thePop-11code
they invoke) correspondto or implementthedifferentcomponentsor mechanismsof
anagentarchitecture,for exampleperceptualprocessing,reactive behaviourssuchas
obstacleavoidance,deliberativebehaviourssuchasplanning,motivegenerationetc.

In eachtimesliceevery agent’s internalmechanismsgeta chanceto run. For each
agentin turn, theschedulerrunseachof theagent’s rulesetsby calling the POPRULE-
BASE interpreter. Theruleinterpreteris givenarulesetandadatabase,andit repeatedly
runstherulesin therulesetuntil eithersomespecifiedcycle limit hasbeenreached,or
a‘ STOP’ actionis executed.By default theorderof therulesin arulesetdeterminesthe
orderin which theirconditionsshouldbetested,andit mayalsodeterminewhichrules
run if severalhave all their conditionssatisfied.However, the designercanover-ride
thedefault rule selectionstrategy for particularsub-mechanisms.Optionsinclude(a)
runningall therules,(b) runningonly thefirst runnablerule, (c) creatinga setof rule
instancesandallowing a userprocedureto orderor filter them.
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Thetoolkit is implementedin Pop-11andis intendedto bevery ‘open’ with all the
sourcecodeavailableto usersandeasyinterfacesbetweenthetoolkit mechanismsand
Pop-11code,sothatuserscanextendor modify thetoolkit’s functionalityasneeded,
e.g.by mixing Pop-11codewith therule-basednotationof thetoolkit.

3 Experiencewith the toolkit

Ourassumptionwasthatdifferentapplicationdomainswould requiredifferentsortsof
agents,andeven asregardsthe goal of modellinghumancognitive processesit was
still prematureto adoptany particularagentarchitecture,sincecurrenttheorieswere
boundto be oversimplified. The toolkit wasintendedto provide an environmentfor
exploring alternative architectures,which would provide usefulexperiencehelpingus
to testtheoriesandto learnaboutthestrengthsandweaknessesof alternativedesigns.
In theprocesswewouldalsolearnmoreaboutthetoolkit andhow it canbeimproved.
In this section,we presenta preliminaryanalysisof the strengthsandweaknessesof
thetoolkit, basedonourexperiencesofar.

3.1 Operating in real time

Thetoolkit is beingusedatDERA Malvern[4] to simulatecommanderswithin a real-
timebattlefieldsimulation.Theagentsinteractwith anexternalphysicalsimulationof
thebattlefieldenvironment. In orderto tie in with thesimulationit wasa reasonably
straightforwardtaskto usecommunicationfrom andto thesimulationto provide the
sensorsandeffectorsfor agents.

Otherentitieswithin theexternalsimulationmaybecontrolledby humans,andit is
thereforenecessaryfor theSIM AGENT agentsto run in real time. Thetoolkit wasin-
tendedto supportarchitectureswith resourcelimits andprovidesmechanismsfor vary-
ing relativespeedsof componentswithin anarchitectureaswell asrelativeprocessing
speedsof differentagents.However, theemphasiswason simulatedtime ratherthan
real time, sinceexperimentalimplementationsof particularcomponents(e.g.neural
nets)might bevery slow comparedwith later implementationsusingspecialpurpose
hardwareor multiple processors.As a result,noneof the built-in mechanismsof the
toolkit includeany referenceto real time or theprocessortime, only to countsof rule
firings.

Theonly way of obtainingreal-timeresponsewasto usethethe‘cycle limits’ for
eachrulesetto controlthenumberof rulesthatcanfire in asinglecycle(singlepassof
the scheduler)therebyconstrainingtheamountamountof processingan agentcould
perform,while updatingtheagentsfrom theexternalsimulationat regular time steps
(typically two seconds).Eachagentrunsupto its cyclelimit (or completion)in thefirst
passof thescheduleratwhichpoint theschedulerchecksto seeif thenext timestephas
beenreached.If moretime is availableanotherpassis madethroughall activeagents.
This continuesuntil all agentshave completed(have no morerulesthey canrun) or
the time stepis reached.It is thereforeimpossiblefor an agentto predicthow much
processortime it will get in any sliceof realtime sincethis dependson thenumberof
agentsrunningandhow muchwork they aredoing.This requirestheuseof ‘anytime’
techniqueswhich alwayshave a solutionof somesortavailableso that the agentcan
startexecutingit whendesired.

Althoughnot explicitly designedwith real-timeperformancein mind, the toolkit
works surprisinglywell in this application. However, the simpleapproachoutlined
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above resultsin a numberof inefficienciesin that all agentsrun, even if they have
completedprocessing,andall rulesin all rulesetsareexaminedevenif they cando no
work until thenext timestep(whennew informationmight trigger them). In orderto
ensurereal-timeresponse,it is importantto ensurethattheactionsperformedby rules
take a small amountof time. This typically meansthat the rulesmustbe relatively
‘fine grained’which in turn implies that we needa lot of rules,eachof which must
matchits conditionsandstoreits results(i.e. thecurrentstateof theproblemsolving
process)in the database.Becausethereis sucha variety of typesof conditionsand
actions,includinguserdefinedconditiontypesandactiontypes,no standardindexing
schemecanbeusedto optimisetheinvocationof rules.1 It maybepossibleto dosome
partial indexing wheresimplerule andactionformsareused,thoughthis will always
beonly apartialsolution,of limited valuewhenthefull flexibility of POPRULEBASE is
exploited. As a resultthesystemcanbevery wasteful,repeatedlycheckingthesame
conditionsto find outwhich rulesarerunnable.

3.2 Maintaining dependencies

In work atBirmingham,weareexploringarchitecturesfor agentswhichplayavariant
of thegameof ‘hide-and-seek’in complex terrains.Our agentsoperatein a dynamic
environmenton thebasisof incompleteor uncertaininformation,revising theirbeliefs
andintentionsif the informationon which they arebasedchangesor theassumptions
madeby the agentturn out to be incorrect. It is often the casethat thereis a delay
betweenanagentforminganintentionandactinguponit. Moreover, anintentionmay
takesometimeto achieve(e.g.it mayrequiretheexecutionof amulti-stepplan).This
involveskeepingtrackof dependenciesbetweentheagent’sbeliefsandintentionsand
betweenits intentionsand the plansto achieve theseintentions. In addition,where
the informationavailableto an agentis known to be incompleteor uncertain,it may
wish to do somesimplehypotheticalreasoning,for exampleto do somecontingency
planning,or to investigatetheimplicationsof differingassumptions.

Maintainingdependenciesbetweenanagent’sbeliefsandintentionshasbeena re-
curringthemeof thework atBirmingham,andseveralalternativestrategieshave been
employed,including‘guardconditions’(or procedures)on rule andactionexecution,
additional‘consistency checking’rulesetswhich determinethevalidity of thecurrent
intention,and‘context tags’ or separatedatabasesfor hypotheticalreasoning.How-
ever noneof theseapproachesis entirelysatisfactory. It canbedifficult to anticipate
theguardconditionsif theagenthas,for example,ageneralplanningcapability. More-
over suchconditionstendto proliferateandarehardto maintainastheagent’s capa-
bilities develop. Using‘context tags’or separatedatabasesfor hypotheticalreasoning
meansthatit is difficult to shareinformationbetweencontexts,whichcanresultin the
rederivationof thesameinformationin differentcontexts.

3.3 Defining agentcapabilities

Thefact that the toolkit is embeddedin a generalpurposeprogramminglanguage(in
thiscasethePoplogprogrammingenvironment),ratherthanimplementedin aprogram-
ming language(as,say, an interpreterfor a logical agentlanguagemight be)givesus
considerableflexibility in definingtheagent’s primitive actionsor capabilities.There

1For example,it meanswe can’t usetheRETEalgorithmto optimiseruleselection.
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areoften significantadvantagesto usingan appropriatelevel of abstraction,andit is
notalwaysclearwhatthisshouldbewhendevelopinganarchitecture.

In somecases,thedesigner’sinitial choiceof primitiveactionsturnsout to beinap-
propriate.For example,theoriginaldesignfor ourhide-and-seekagentsincorporateda
simplerouteplanningcapabilityasaprimitiveaction.Theplannerwasimplementedin
Pop-11,ontheassumptionthatanencapsulatedmechanismwouldsimplify theintegra-
tion of planningwith otherbehaviours. In practice,this turnedout to betoo inflexible,
andin morerecentworkwehavesplit theplannerinto anumberof morebasicprimitive
planningactionswhichperformmodelabstraction,stepplanning,planrefinementand
smoothing,controlledby a collectionof meta-managementrules,which decidewhen
to plan,whatsortsof plansarerequiredandhow mucheffort theagentcanafford to
spendonplanning.

While it wouldhavebeenpossibleto (re)implementtheplannerdirectlyin POPRULE-
BASE, thiswouldhaverequiredconsiderableeffort andentailedasignificantcomputa-
tional overhead.Theeasewith which codefragmentscanbeembeddedin thecondi-
tionsandactionsof rulesmeansthat thosepartsof theproblemwhich arenot partof
thegeneralarchitecturecanbeimplementedprocedurally, with a consequentincrease
in bothclarity andefficiency.

4 How the toolkit hasdeveloped

A numberof developmentsof thetoolkit occurredafter it beganto beusedin earnest.
Someof thesewereanticipatedat the time the toolkit was developed,for example,
the additionof tools for profiling. Otherchangesaremoreinteresting,asthey were
concernedwith the expressive power of the toolkit andthe control mechanisms,i.e.
they madea differenceto how easyit wasfor thedesignerto achieve desiredeffects.
In thissection,webriefly describesomeof themorerecentextensionsof thetoolkit.

4.1 Controlling attention

Oneof themainproblemswith thetoolkit wastheinefficiency of POPRULEBASE. Each
agenttypically containsa large numberof ruleswhich mustbe matchedagainstthe
agent’s database.Althoughtherulesareorganisedinto rulesets,by default all of each
agent’srulesetsarerunateachtimeslice,soall therulesareconsidered.Becauseof the
difficulty of indexing the rules,our approachhasto beento make it easierto control
which rulesetsareconsideredby theinterpreter. Thiswasachievedby introducingthe
rulefamilyasa typeof data-structurewhichcouldmaintainthecontext associatedwith
a collectionof rules.

A rulefamily is acollectionof cooperatingrulesets.A particularsub-modulein the
architectureof anagentcanimplementedasa rulesetor rulefamily operatingeitheron
a generaldatabasein the agentor on a collectionof specialiseddatabaseswithin the
agent.Only onerulesetin thefamily is ever in controlat a time,but thecurrentruleset
cantransfercontrol to anotherrulesetin thefamily usingvariousactionsprovidedfor
this purpose,including actionsfor pushingand poppingrulesets. In addition, it is
possibleto pushandpopdatabasessoasto restrictthedatabasecheckingrequiredin a
particularcontext. Thisallowsa complex rule-basedsystemto bedividedinto a setof
differentrulesets,suchthatonly onerelatively small rulesetis active at any onetime.
Thedivision of internalagentmechanismsinto rulefamilieshasthe obviousmerit of
supportingmodulardesignwith easyadditionandremoval or invocationof particular
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rulesets,but it can also reducethe amountof wastefulcondition-checking,sincein
differentcontextsanagentcanenableanddisabledifferentrulesetsanddatabases.

In orderto efficiently control theagentsrunningin real time it wasalsonecessary
to modify theschedulerto maintaininformationaboutthenumberof rulefiringswhich
tookplaceanddetectwhenanagenthadfinishedprocessing.Thiswascombinedwith
a new facility to control the list of agentsbeing run on eachcycle. Eachtime the
scheduleris run it is givena list of agentsto execute,andeachagentreportsif it did
not fire any ruleson a pass,allowing it to beremovedfrom thelist of runnableagents
until new informationarrives.2

4.2 Dynamic local control envir onments

Someof thesemechanismswereavailablein previousversionsof the toolkit but they
werehardto use,andthey alsointroducedbugsbecausetherule interpreterwasorig-
inally designedto run asa singleprocessanddid not save thecontext properlywhen
switchingfrom oneagentto anotheror from onesub-mechanismwithin an agentto
another. Howeverwhenrunninga varietyof differentsortsof concurrentmechanisms
in differentagents,it is necessaryto beableto saveandrestorethevariablevalueenvi-
ronmentsrequiredby thosedifferentmechanisms.For example,oneof theproblemsof
theoriginal implementationwasthat themechanismfor selectionof rulesandsorting
or filtering of rule-instanceswascontrolledby globalvariables,makingit difficult to
usedifferentselectionstrategiesfor differentrulesets.

Pop-11alreadyhasa ‘dlocal’ mechanismwhich generalisesdynamicvariable
bindingandcanbeusedto ensurethatwhenever a procedureexits whethernormally
or abnormallysome‘exit action’ is run. By allowing ‘ DLOCAL expressions’to be
associatedwith individual rules, rulesets,rulefamilies or completerulesystems,we
allowedcontrolenvironmentsto besafelymodifiedby individualmechanismswithout
affectinganythingelse,asthepre-existingenvironmentis automaticallyrestoredwhen
thelocalcontrolenvironmentestablishedby theDLOCAL expressionis exited.

A side-effect of the introductionof DLOCAL expressionswasmoreeffective de-
buggingtools. In a simulationinvolving multiple concurrentlyactingagents,eachof
which couldhave multiple concurrentinternalmechanisms,the taskof keepingtrack
of what wasgoing on could be extremelydifficult, with megabytesof traceprinting
generatedif all thesystemtraceproceduresareturnedon. UsingDLOCAL expressions
it becamepossibleto requireaparticularsuspectruleor rulesetto turnondebugtracing
without having it turnedon moreglobally, requiringfar lesssifting throughirrelevant
printout.

However, the most importantchangeto help with this problemof understanding
what washappeningwasthe additionof a graphicalpackageintegratedwith the ob-
jectclasssystemandbasedonthethePop-11‘relativecoordinates’graphicalpackage.3

This madeit easyfor changesoccurringin simulatedagentsto beautomaticallydis-
playedin a screen(e.g.changesof locationandorientation,but otherchangesalso).
Moreover, sincethenew mechanismsallowedmousecontrolledmovementsof picture
objectsto producechangesin thecorrespondingsimulatedagents,it becamemucheas-
ier to testsimulationsanddemonstratethatthey wereworking. Thegraphicalpackage

2Thisstrategy worksin applicationswherenorulesfire afterquiescenceunlesstherearenew inputs(per-
ceptsor messages),i.e.wheretheuserhasnot implementedcountersor timersas‘ WHERE’ ruleconditions.

3Prior to theintroductionof thesegeneralgraphicaltoolstheDERA teamwereableto developtheirown
graphicaldisplaysby invoking thebasicPop-11graphicalfacilitiesfrom thetoolkit, anotherexampleof the
advantagesof having thetoolkit embeddedin ageneralpurposeprogramminglanguage.
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is still beingextendedto provide a rangeof asynchronouscontrol mechanisms,e.g.
enablingthestatesof individualobjectsto beinterrogatedeasilyat run time.

4.3 Belief and intention revision

While it is possibletousethebasicfacilitiesof thetoolkit tokeeptrackof dependencies
betweentheagent’sbeliefsandintentions,it requiresconsiderableeffort on thepartof
thedesignerto ensurethatthenecessarybookkeepinginformationis generatedby the
variousmodulesandthatthis informationis usedin anappropriateway. Thereis also
oftena considerableoverheadin checkingtheconsistency conditionsin rules.

In anattemptto overcometheseproblems,we areexperimentingwith moving de-
pendency maintenanceout of theagentandinto thetoolkit itself. Maintainingdepen-
denciesis a recurringproblemin artificial intelligence. A standardapproachto this
problemis a ‘truth maintenancesystem’.A truth maintenancesystemis a systemfor
reasoningaboutdependenciesbetweenpiecesof information.Therearemany different
typesof truth maintenancesystemwith varyingcapabilities,but at their simplestthey
perform‘bookkeeping’for aproblem-solver, acceptinginformationfrom theproblem-
solveraboutdependenciesandinconsistenciesandinformingtheproblemsolverabout
whichdatacanconsistentlybeusedasabasisfor deliberation.Wehaveimplementeda
simpleassumption-basedtruthmaintenancesystem(ATMS) [2] in Pop-11asanexten-
sionto thetoolkit.4 Moving thebookkeepingassociatedwith dependency maintenance
out of theagentandinto the toolkit allows us to tackleproblemswith morecomplex
dependenciesand,moreimportantly, to focusonthemoreinterestingproblemof which
dependenciesareimportant.

4.4 Multi-agent systems

Even with the efficiency improvementsoutlined above, in many caseswe required
largernumbersof agentsthancould be reasonablysimulatedon onemachine,andit
becamenecessaryto modify thetoolkit sothatseveralcopiescouldberun simultane-
ouslyandcommunicatewith eachother. In orderto allow thetoolkit to bedistributed
two mainfeatureswererequired:a commonsetupprocedurewhichallows distributed
SIM AGENT’s to startsimultaneouslywith shareddata;anda systemfor passingmes-
sagesbetweenagentsondifferentmachines.Simultaneousstartup is relatively simple
with a commonsetupfile andbroadcastsocketsbeingusedto synchronisethe inter-
nal clocksandassignuniquenamesto agents.The passingof messageswasa little
morecomplex but, becauseof themodularnatureof thetoolkit, couldbeachievedby
methodoverloadingin a mannerwhich wastransparentto theinternalmechanismsof
theagents.Thetoolkit’smessagepassingmethodwhichtook listsfrom thedatabaseof
thetransmittingagentandplacedit in the incomingmessageslot of therecipientwas
overloadedwith onewhichbroadcastthemessageonaUDPbroadcastsocket.

5 Further work

In this sectionwe commenton someproblemswith the developmentsof the toolkit
reportedin the previous section,and discusssomeof the additionalchangesto the
toolkit thatnow seemdesirablein thelight of ourexperience.

4This is similar to theapproachto singleagentbelief revision adoptedby MalheiroandOliveira[5].
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Therulefamily mechanismprovidesanextra level of abstractionwhich simplifies
the implementationof certaincontrol strategies. As an efficiency measurerulefami-
lies have beenonly partially successfulbut they introducedsomenew conceptswhich
could be usedto control how an agentfocusedits attentionby allowing someinter-
nal stateto bemaintained,mostimportantlywhich of a family of rulesetsis currently
active. For example,it madepossible‘setuprulesets’which ran only onceandthen
replacedthemselveswith activeversions.It alsoallowsrulesetsto befocusedonapar-
ticular aspectof a problemover several cycleswithout theneedto continuallycheck
their applicability. Whena rulesethasfinishedit transferscontrol to anotherruleset
or switchesbackto a ‘control ruleset’which decideswhat to do next. For example,
this allows a straightforwardimplementationof theideaof a ‘problemspace’,though
in this case,theuseris responsiblefor programmingthe transitionsbetweenproblem
spaces.5

This is ratherlikeusinggotosto controltheflow of programexecution.Apart from
theworry thatsuchsystemswill bedifficult to modify andmaintain(which is largely
speculation),thereareproblemswith how rulefamiliesinteractwith otherfeaturesof
POPRULEBASE. In particular, thereareproblemsif all therulesin arulesetareexecuted
in parallel.6 In thiscase,all theactionsconceptuallyhappenatonce,andit is badstyle
to rely on any specificexecutionorderfor the rule instances.For example,if oneof
the rule instancescontainsa SWITCHRULESET action,do theotherrule instancesget
run or not? In practice,only someof themwill, dependingon thepositionof therule
containingthe SWITCHRULESET in thecurrentruleset.This is not a requirementthat
all combinationsof the toolkit featuresbe ‘consistent’,but it is a significantproblem
that oneof the mechanismsprovided for meta-level control is incompatiblewith the
parallelexecutionof rules.

Someusershaveaddressedthisby allowing theuseof condition-actionruleswhere
theactionsincludePop-11codeto run therule interpreteronaspecifiedruleset.How-
ever therecursive invocationof theinterpreteris not integratedwith theresourcecon-
trol mechanismsprovidedin SIM AGENT, which canbea problemif therulesetdoes
not run to completionwithin a singletimeslice. A betterapproachwould be to pro-
videaspecialform of actionto invoketherule interpreterwith a specifiedruleset(and
maybea cycle limit to control their resourceconsumptionasalreadyhappensfor the
rulesetsrun by the scheduler).The sub-rulesetcould sharethe samedatabaseasthe
invoking rule, or the rule could createa privatedatabasefor the sub-rulesetto do its
work in. Thiswouldprovidemoreflexibility thantherulefamily mechanismwhichas-
sumesafixedsetof rule-familiesis built into eachagent’srulesystem,makingdynamic
introductionof new rulesetsveryawkward(thoughnot impossible).Thenew proposal
would allow a hierarchyof levelsof control,with a rule at onelevel decidingto run a
rulesetfor agivennumberof cyclesor until quiescence,possiblyinterleavedwith exe-
cutionof therulesat the‘control level’ monitoringtheprogressof thesub-rulesetand
decidingwhenit is appropriateto terminateit.7 It couldalsosimplify themodellingof
oneagentby another.

Suchanapproachaddressesthethreemotivationsfor introductionof rulefamilies,
namelyefficiency, modularity, andcognitive modelling,andit hasthe additionalad-
vantagethat thecontrolknowledgeis keptout of the low level rulesets.It alsoallows

5In contrastto say, SOAR, wheretheproblemspacesaregeneratedautomaticallyby thearchitecture[7].
6Wehavefoundtheparallelexecutionof rulesetsto beveryusefulin certainsituations,particularlyin the

implementationof low-level behaviourssuchasperceptualprocessing,for examplewhentherearemultiple
interpretationsof thepercepts.

7For example,it wouldallow theimplementationof themetalevel controlof PRS[3].
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(simulated)concurrentcontrol,at thecostof introducingsomeconcepts/syntaxto cope
with thenotionof asubtaskor processstartedby a ‘control’ rule,andwaysof control-
ling thattask.

Anotherdisadvantageof storingsomestatein rulefamiliesarosefrom theneedto
allow agentsto changetheirmechanisms,e.g.throughlearningor ‘promotion’ to anew
role. Changingtherole of anagentby giving it a differentrulesystembecameharder
to do: insteadof simply gaininga differentlist of rulesandcontinuingto runwhenan
agentchangesrole(for instancefrom anindividual tankcommanderto thecommander
of a group) the stateof any retainedrulefamiliesmust be preserved. This involves
copying the internalstateof the agent’s currentlyactive rulefamiliesand initialising
any new rulefamiliesit gainsto theirdefaultstate.

Weanticipatefurtherextensionsto thetoolkit will benecessaryin thefuture.Some,
like theATMS, will begeneralpurpose,while otherswill bedomain-specific.For ex-
ample,it maybenecessaryto extendthetoolkit’s representationsof its own processes
to supportthemeta-managementcapabilitiesimpliedby therecursiveinvocationof the
rule interpreter. Theeasewith which thetoolkit canbeextendedis oneimportantway
in which it supportsthe developmentof agent-basedsystemsandthe explorationof
new agentarchitectures.At a higherlevel, we areinterestedin abstractingaway from
theSIM AGENT toolkit, with theaim of specifyinghigh-level librariesof architectural
componentswhich could, in principle,be implementedin othertoolkits. As a simple
example,it would beusefulto have somelibrarieswhich configurePOPRULEBASE to
run in thetwo or threemostusefulconsistentcombinationsof controloptions.

Oneof the most interestingchallengesis to explore waysof implementingself-
knowledge,self-evaluationandself-modification.Simpleformsareavailablein mech-
anismswith feedbackandreinforcementlearning,but thoseessentiallyonlyalterweights
andconnectionsbetweenfixedstructures.Humanlearningseemsto involvemorecom-
plex typesof selfmodification,for instancelearninganew strategy for actingor think-
ing. Oneof theimportantchallengesfor futureresearchis to find goodwaysto enable
anagentto discover theneedandopportunityfor suchchanges.

6 Final Remarks

Much work on agentsandmulti-agentsystemsis concernedwith ensuringrationality
of agentsandprovablecorrectnessof designsor implementations.However, neither
concernis essentialfor thescientificstudyof agents,partlybecauseaccuratemodelling
of humansandotheranimalswith all their imperfectionsobviouslycannotpresuppose
perfectrationalityor perfectreliability for any particulartask,andpartlybecauseeven
within engineeringframeworksit haslong beenunderstoodthat therearedomainsin
which tractabilityentailsa rejectionof perfectrationality[6].

We conjecturethat experiencewill show that toolkits and languagesthat arenot
fetteredby constraintsof rationality or provablecorrectnessprovide a moregeneral
framework for exploringa broadrangeof typesof agentswith boundedrationality. Of
course,by providing morefreedomsuchtoolsalsochallengethedesignerto takeextra
carein clarifying objectives,andto developcriteriaandtoolsfor evaluatingsystems.

We do not claim that SIM AGENT is theonly or thebestsuchexploratorytoolkit.
However, at presentour understandingof thespaceof possibledesignsis still so lim-
ited thatdogmaticcommitmentto any onemethodology, languageor toolkit couldse-
riously restrictfutureresearch.We would thereforeencouragedevelopersandusersof
differenttoolkits to compareeachotherssystemsandto communicateregularlyabout
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their goals,problems,solutionsandunansweredquestionssothatthecommunityasa
wholecandevelopabetterunderstandingof theissues.Onthatbasisanew generation
of morepowerful andgeneraltools and languagesmay be evolved. This bootstrap-
pingprocessmayhave to continuefor severalgenerationsbeforeweareableto model
anythingcloseto humanintelligence.

In particularwe welcomeattemptsto reimplementandimprove on our tools (e.g.
reimplementationusingotherprogramminglanguages),challengesthatthetoolkit may
beunableto meet,andconstructivesuggestionsregardingfuturedevelopments.
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