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Abstract. Threeapproachesto the study of mind are distinguished:semantics-based,
phenomena-basedanddesign-based.Requirementsfor thedesign-basedapproachareout-
lined. It is arguedthat AI asthe design-basedapproachto the studyof mind hasa long
future,andpronouncementsregardingits failurearepremature,to saytheleast.

1. Intr oduction

The deathof Artificial Intelligence,or morespecificallythe failure of the computationalap-
proachto thestudyof mind, is oftenannounced,eitherby convertsto some‘new’ approach,or
by peoplewho don’t like theideaof a scientificor mechanisticexplanationof how thehuman
mind works. Suchannouncementsarenaive insofar asthey assumethatwe alreadyknow (a)
what canandcannotbe explainedor modelledin computationalterms,and(b) what we are
trying to explainor replicate.Thefirst assumptionignoresthefactthatthestudyof computation
is still in its infancy. Thesecondassumptionignoresthedepthof our ignoranceaboutthenature
of thehumanmind.

Regarding(a): During its short life computersciencehasdeepenedour understandingof
which sorts of processesare possibleand useful, and which are not. For example it has
produceda sequenceof generalisationsof the notionsof mechanismand process,through
the developmentof new forms of ‘programming’ language;and, in studiesof ‘complexity’
issues,it hasexploredtheboundarybetweenwhat is theoreticallyor mathematicallypossible
and what is feasiblein the physicaluniverse. Yet we still have a very long way to go, for
instancein exploring forms of parallelcomputation,andthehugevarietyof virtual machines
that have propertiesquite unlike the physicalmachinesin termsof which they areultimately
implemented.

Regarding(b): althoughmostpeoplethink they understandtheessenceof mind from direct
experienceof their own, muchof this confidenceis misplaced,andthe conceptsof ordinary
languageusedto formulatequestionsor theoriesarenearlyall ill-definedandunsuitablefor the
task. Thuspeoplewho think they know what questionsthey areposingwhenthey askwhat
the function of consciousnessis, how consciousnessevolved, or whetherconsciousnesscan
be explainedin computationalterms,areprobablydeceiving themselves,aswe’ll eventually
discover.

By comparisonwith the natureof matter, our understandingof the natureof the human
mindis patheticallyshallow andincomplete,andworse,riddledwith confusions.Wherethere’s
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conceptualconfusion,we canexpectfutile argumentsat cross-purposesandunproductive in-
vestigations.Collectionof new datafrom experimentandobservation on humansandother
animalsis an endlessprocess,but unlessdrivenby deeptheory-basedconceptsit doesnot in
itself provide insightsinto thenatureof theunderlyingmechanisms.If pursuedin the light of
goodtheoriesaboutmechanisms,new datacanhelpto exposeflawsin ourhypothesesanddrive
thedevelopmentof new theoriesthatengagebetterwith thefine structureof reality.

At leastthreedifferentactivities needto be inter-related: (i) explorationof new forms of
mechanismsincludingnew formsof computation,(ii) theconstructionof workingmodelsusing
thosemechanisms,and(iii) collectionof significantempiricaldata.All threeneedto go hand
in hand,eachfeedingoff, stimulatingandcorrectingtheothers.This is whatAI asthescience
of intelligenceis all about. Alas, too oftenpeoplepursuenarrow intereststied to only oneor
two of thesethreesub-disciplinesof thestudyof intelligence.

I includeundertheumbrellaof AI severalapproachesthatput themselvesforwardasrivals
to symbolicAI, includingconnectionism,geneticalgorithmsandartificial life models.It is silly
to treattheseasmutuallyexclusiverivalsin thecurrentstateof ourknowledge.For all weknow
now, it couldturnout thatintricatecombinationsof thesetechniques,or theirsuccessors,will be
requiredin theend,bothfor explaininghumancapabilitiesandfor building usefulhuman-like
engines.As indicatedbelow, it mayalsobesensiblefor AI to take accountof someprocesses
thatmany peoplewould notclassascomputational,e.g.chemicalprocessessuchastheeffects
of alcoholandotherdrugs.

2. Work to be done

Therearemany aspectsof humanandanimalcompetencethatwe cannotyet explain or sim-
ulate. In theearlydaysof computersit seemedto somethat theability to do logic andmath-
ematicsor play ‘intellectual’ gameslike chessweregoing to be the main challengesfor the
studyof intelligence,sincethesewerethingspeoplefoundhardest.But we’ve sincelearntthat
therearewaysof gettingmachinesto matchor exceednormalhumanperformancein sub-areas
of mathematics,chess,andothersimilar activities, without necessarilyimitating humanways
of doing things in any depth. By contrasttherearecapabilitiesthat areapparentlyachieved
effortlessly even by children and other animalsbut which we cannotyet begin to approach
on computers. E.g. althoughthereis a considerableamountof AI work in vision inspired
by both scientificandengineeringgoals,existing systemscomenowherenearthe generality,
flexibility , andspeedof biologicalvision (a topic developedfurther in Sloman[19]). (Though
somespecial-purposeAI imageprocessingsystemsmay perform a specifictask betterthan
humans.) Moreover, phenomenaassociatedwith various forms of brain damageshow that
visualcompetenceis composedof sub-competencesthatcanexist or degradeindependentlyin
waysthatdonotcorrespondatall to theorganisationof visualcompetencein currentAI models
of vision. Similar criticismsof the currentstateof AI comparedwith humanabilities canbe
madeconcerningsub-fieldssuchaslanguageunderstandingandproduction,problemsolving,
planning,learning,andmotor control. Even whenwe look closelyat humanperformancein
taskswherecomputersalreadydo aswell asor betterthanpeoplewe find striking differences
in how thoseabilitiesarelearntandhow they integratewith otherabilities.

AlthoughAI’ s achievementshithertolag a very long way beyond its long termobjectives,
that in itself is not a reasonfor pessimismaboutits prospects.Thework of peoplelikeGalileo
andNewton laggedfar behindthelong termobjectivesof physics.Theviability andvitality of
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a disciplineis not definedby thesuccessesandfailuresat any particulartime, somuchasby
the varietyof unsolvedproblemsto which the approachof that disciplineseemsbettersuited
thanrivalsat thattime. Rightnow I donotknow of any otherdisciplinethatprovidestoolsand
techniquesbettersuitedthanthoseof AI to approachtheexplanationof intricateinformation-
processingcapabilitiesthat characterisethe humanmind. Theorieswithin other disciplines
that studyhumansoften lack the ability to accountsimultaneouslyfor the fine structureand
globalorganisationof humanabilities,eventhoughthey mayhelpto identify whatneedsto be
explained.

Like the conceptsand techniquesusedby Galileo, currentAI tools and techniquesmay
not yet have the power requiredfor long term success.Neverthelessthe disciplined,relent-
less,critical applicationof the mostpromisingtechniquesavailableis a sureway to discover
requirementsfor their successors:that’show scienceandengineeringmakeprogress.

3. Approachesto the study of mind

Different varietiesof AI have in commona design-basedapproachto the study of mental
phenomena,which contrastswith semantics-basedand phenomena-basedapproachesto the
study of mind. The threeare not mutually incompatible: someresearcherscombinetwo or
more,thoughthis is rare.

3.1.Semantics-basedapproachesto thestudyof mind

Semantics-basedtheoriesattemptto find outhow peopleinterpretwordsandphrasesof ordinary
languagedescribingmentalstatesandprocesses:they explorethestructureof someportionof
thelexiconof ordinarylanguage(e.g.Ortony etal. [11]; Clore& Ortony [4]; andJohnson-Laird
& Oatley [8], unlike Johnson-Laird[7], which presentsa design-basedtheory). As a source
of information aboutmentalprocessessuchenquiriesrestrict us to current ‘common sense’
with all its errorsandlimitations. Someof theconceptualanalysistechniquesof philosophers
alsoproducesemantics-basedtheories,thoughmosteschew empiricalsurveys (e.g. Ryle [13],
Sloman[16] chapter4) and sometimesthey are more concernedwith the spaceof possible
conceptsratherthansimply analysingexistingconcepts.

3.2.Phenomena-basedapproachesto thestudyof mind

Phenomena-basedinvestigationsaboundin thework of many psychologists.Suchresearchers
presupposethat we alreadyunderstandclearly what we are talking aboutwhen we refer to
somephenomenon,suchas“consciousness”,“emotion”, “motivation” andthat examplescan
be intuitively recognized(e.g. emotionalstates).They then investigateother things that are
correlatedwith thephenomenonin someway, e.g.environmentalcauses,physiologicalcauses,
physiologicaleffects,behavioral responses,cognitive processes.Thecorrelationsmayor may
not includeexperimentallymanipulatedvariables.(I shallnot herediscussthevexedquestion
asto whethercorrelationsdemonstratecausalconnections.)

Phenomena-basedtheoriesthatappearto beconcernedwith mechanisms,becausethey re-
latebehaviour to neurophysiologicalstructuresor processes,oftenturnoutoncloseexamination
to beconcernedonly with empiricalcorrelationsbetweenbehaviour andinternalprocesses:they
do notshow whyor howthemechanismsidentifiedproducetheirallegedeffects.Thatrequires
somethinganalogousto amathematicalproof,or logicaldeduction,andmostcognitivetheories
fall far shortof that.
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3.3.Design-basedapproachesto thestudyof mind

The design-basedapproachattemptsto go beyond theselimitations by adoptingthe ‘design-
stance’(Dennett[1]). Designsare not restrictedto artificial systems: we can analysethe
designof a biological organismby (i) investigatingits capabilitiesandthe constraintswithin
which it hasto function, (ii) explaining how it is enabledto meetthese‘requirements’by its
architectureandthemechanismsused,and(iii) showing how thesefeaturesimply satisfaction
of therequirements.Thelastis akinto alogicalor mathematicaldemonstration.Theconceptof
“design”usedhereis verygeneral,anddoesnot imply theexistenceof adesigner. Neitherdoes
it requirethatwherethere’s no designertheremusthave beensomethinglike an evolutionary
selectionprocess.We arenot primarily concernedwith origins, but with what underliesand
explainscapabilitiesof aworkingsystem.

A full design-basedexplanationis rarelyachievedin practice.It is quiteacomplicatedaffair,
ideally includingfivedifferentsortsof components:analysisof requirements,high level design
specification,implementationdetails,analysisof how thedesignmeetsthe requirements,and
explorationof alternativesandtrade-offs. Thesepointsarespelledout in moredetail in (a) to
(e)below, andlatersections.Therearemany varietiesof design-basedapproach,but whatthey
havein commonis thatthey all directlyor indirectlycontributetowardsconstructionof amulti-
facetedtheory that includesall the elementsI have mentioned. Many design-basedtheories
do not includeall five components,andarethereforepartly lackingin explanatorypower. The
five componentscannotbe sharplydistinguishedsincethey overlap,and are to someextent
recursive,aswill becomeclear. Thefirst three,(a), (b) and(c) below, arecommonplaceamong
engineers,andcorrespondapproximatelyto Marr’s threelevels [9]. They arenot enoughfor
science:(d) and(e) arealsoneeded.(e) is alsousefulwhenengineersneedto evaluatedesign
options.

(a) Analysisof requirementsfor an autonomousintelligentagent.
Therequirementsinclude:relevantfeaturesof theenvironmentwith which theagentinter-
acts,resourceconstraintswithin theagent,whethertheagentis partof a socialsystemor
not, which sortsof behaviours the agentshouldexhibit, andso on. The relevant features
of the environmentmaybe subtleanddifficult to identify. For example,it is not obvious
whichaspectsof theenvironmentahuman-likevisualsystemneedsto beableto detectand
distinguish.If theagentinteractswith otherintelligentagents,the requirementswill have
to includetheformsof interaction,andif thatincludeslinguistic communicationwill need
to specifythe typeof language,its syntax,semantics,pragmatics,etc. Often peoplewho
criticiseAI by showing how humanabilitiesdiffer from AI modelsaretherebyunwittingly
helpingto refineandclarify therequirementsto besatisfiedby design-basedtheories.

(b) A designspecificationfor a workingsystemmeetingtherequirementsin (a).
This shouldincludean architecturalanalysis,i.e. a global decompositionof the system
into majorcomponentswith adescriptionof their functionalrelationshipsandinterfaces.A
designcanberecursive: it mayincludereplicationof points(a),(b), (c), (d) and(e)for some
of thecomponents,i.e. providing detailedfunctionalrequirements,a specificationof how
to meetthoserequirementsin termsof a sub-architecture,detailsof how the architecture
is to be implemented,and theoreticalanalysesof types(d) and (e) for the components.
Thedesignspecificationmayberestrictedto a singlehigh level virtual machine,or it may
includespecificationsat lower implementationlevels,in which caseit overlapswith (c).
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(c) A detailedimplementationor implementationspecificationfor a workingsystem.
Dependingon theobjectivesof the investigationthis maybeintendedmerelyasa simula-
tion with predictive power, or asa realisticmodel,down to somelevel of detail. In either
case,the implementationmay involve several levelsof virtual machinesandpossiblyalso
a numberof partly independent,asynchronouslyinteracting,sub-systems.Thevirtual ma-
chinesat differentlevelsmaybevery differentin character, for instancesomeconstituting
symbol-manipulatingmachines,someconnectionistmachines,andsomeelectro-chemical
engines.

In somearchitecturestherecanbeclosecouplingbetweenlow level andhigh level virtual
machines,makingthemodelsextremelyhardto analyse:for exampleamachinethatallows
high level programsto alter its own microcode,or which containsmicrocoderoutinesthat
invoke high level procedures.It may turn out that somechemicalprocessesin the brain
also illustratessuchclosecoupling, for instancewhen alcohol, drugsor hormonesalter
high level qualitativebehaviour whilst cognitiveprocessesalterchemicalprocesses.

(d) Theoreticalanalysisofhowthedesignspecificationandtheimplementationaldetailsensure
or fail to ensuresatisfactionof therequirements.
We mustallow for requirementsthat cannotall be satisfiedperfectly, so that someviable
designsmerely approximateto the requirements. The analysis,sometimesreferredto
as ‘design verification’, generallyrequireslogical or mathematicalformalisationof the
relationshipsbetween(a), (b) and (c) and is often very difficult. The proofs may need
horrendouscombinatorialcomplexity in orderto cover all cases,makingthemtotally im-
practicalin reality, in which caseapproximateintuitiveanalysiscombinedwith systematic
testingis all thatcanbeachieved.

(e) Analysisof theneighbourhoodin ‘design-space’.
A full design-basedtheorywould locatehumanmechanismswithin a ‘spaceof possible
designs,’ covering both actualand possibleorganismsand also possiblenon-biological
intelligent systems(artifacts). Consideringimplicationsof possiblealternativesto a par-
ticular designD leadsto deeperunderstandingof thatdesign.For example,demonstrating
theconsequencesof replacingor modifying somefeatureF of D, helpsto reveal the sig-
nificanceof F in D. More generally, studyingcontrastsbetweendesignoptionshelpsus
understandtrade-offs within any onedesign. This is relatedto (d) insofar asa rigorous
mathematicalanalysisof a particular designor implementationcan provide a basisfor
showinghow variationsin thedesignor implementationrelateto variationsin requirements,
environmentsandconstraints. (CompareGrossberg [5].) So work on (d) contributesto
analysisof type(e). Moreover, (e) is essentialif (d) is extendedto showing thataparticular
designis optimal.

Onebenefitof eithera working systemimplementinga design-basedtheory, or a mathe-
maticalanalysisto show relationshipsbetweensystemfeaturesandbehavioural capabilities,is
thatit cansometimesdemonstratethepossibilityof new kindsof phenomena,suchasmightbe
producedin artificial agents,otherbiologicalsystems,or evenin humanswith specialtraining,
new social conditions,brain damage,mentaldisturbance,etc. This helpsus to clarify our
conceptsby forcing usto definehow they applyto thesepreviouslyunconsideredcases.
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4. Noteson the design-basedapproach

Thereareseveralvariantsof thedesign-basedapproach.This sectiondescribessomeof them
andattemptsto dealwith somepotentialmisunderstandingsof theprecedingdescription.

4.1.Actualvsidealdesign-basedwork

Very little work in AI hasso far explicitly addressedall of (a) to (e), exceptperhapsin con-
nectionwith small modelsof tiny fragmentsof an intelligent system,thougheven thereit is
moreusualto presentonly onedesign,which is rarely analysedin depth. In the worst cases
all thathappensis that theprogramis presentedasa ‘theory’ andshown to passsometests—
what JohnMcCarthyoncecalledthe “Look ma: no hands!” approach. OutsideAI, control
engineerswho modelcontrolsystems,e.g.usingsetsof differentialequations,comeclosestto
meetingtheidealsketchedhere,thoughusuallythey neednot simultaneouslyaddressasmany
different levels of virtual machinesas would be requiredfor intelligent systems,nor would
theirmethodswork for systemsinvolving structure-manipulationandadevelopingarchitecture.
Biologistsoftenconform(approximately)to thedesign-basedapproach,e.g. whenthey study
how thephysicalandchemicalstructureof someportionof a cell enablesit to do a particular
job requiredfor thefunctioningof thatcell, andalsocompareit with slightly differentstructures
in othercellsin thesameor a differentorganism.Anotherexampleis analysisof how different
flowerdesignsmeetdifferentrequirementsfor reproduction.

Most of the design-basedwork in cognitive scienceand AI hitherto hasbeenconcerned
with relatively small fragmentsof intelligent agents,e.g. parsing,low level vision, planning,
learning,etc., all restrictedto small subclassesof phenomena.Examplesof moreambitious
yet very sketchydesign-basedtheoriescanbe found in Minsky [10], Johnson-Laird[7], and
chapters6 to 10 of Sloman[16], with furtherelaborationin [19] and[21]. Work on Soar[12]
appearsto haveseveralof theselevels,thoughstill mostlywith arathernarrow focusonproblem
solvingactivities.

4.2.Designdoesnothaveto betop-down

The useof the word “design” may suggestto somereadersthat this approachis concerned
only with top-downstudiesthat follow the traditional formal designmethodologyof certain
softwareengineers,asif (a), (b) and(c) hadto be sequentialstages.This is not thecase.As
in engineering,it is possibleto try working top-down from high level specificationsto detailed
implementations,or bottom-upby combiningknown mechanismsto seewhatsortsof systems
canbebuilt from them(e.g. Braitenberg [2], Brooks[3]). More commonis a mixtureof top-
down, bottom-upandmiddle-outanalysis.

A limitation of puretop-down synthesisof very complex designsis thatthesearchspaceis
horrendouslycomplex, so thatwe risk exploring design-spaceforever without producingany-
thing thatworksasrequiredandwhich canbe implementedon mechanismswith therequired
properties(e.g. brain-like mechanisms),thoughthesearchcanbereducedif guidedby studies
of existing systems.A similar limitation confrontsentirely bottom-upapproachesthat build
incrementallyon simple,well-understood,mechanisms:thesearchspace(of possibledesigns)
is solargethatwithoutsomeguidancefrom top-down analysisthebottom-upexplorationsmay
endlesslyroamarounddesignsmimicking primitive organismsthat lack thepropertieswe are
trying to explain or replicate. Combiningthe two approachesprovides a greaterchanceof
success.
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Another naturalmisunderstandingwould be the assumptionthat all the designsstudied
shouldbe producedby humanbeings. This is not so: somepeopleareexploring automated
designprocesses,includingmimicking biologicalevolution by allowing geneticalgorithmsto
producedesigns,thoughit is not clear wherethe evaluationfunctionsfor suchexperiments
shouldcomefrom: if survival weretheonly criterionthensuchexperimentsmight endup with
nothingbut designsfor insects,whichareamongthemostsuccessfulsurvivors.

4.3.Variationswithin thedesign-basedapproach

Thedistinctionbetweentop-down andbottom-upstrategiesis only oneamongseveraldimen-
sionsin which design-basedstudiesof intelligencevary. Anotherdimensionconcernswhether
the study is restrictedto the humanmind or includesother typesof systems,suchas other
animals.

Evenamongthosewho studythehumanmind someareconcernedonly with attemptingto
understandarathernarrow classof ‘intellectual’ capabilities,whereasotherswishto encompass
a broaderrangeof phenomena,includingsourcesof motivation,personality, emotions,moods
andthelike.

Somewho go beyondthestudyof humanbeingsrestrictthemselvesto biological systems
(e.g.modellingcapabilitiesof monkeys,cats,spiders),whereasothershaveagrandervisionof a
moregeneralsciencestudyingthespaceof designsnotonly for biologicalsystemsthatactually
evolved but othersthat might have evolved, and also possibledesignsfor totally artificial
autonomousagentsthat usequite differentbasicbuilding blocksfrom biological systemsand
arethereforesubjectto differentimplementationconstraints(e.g.Sloman[17]).

Yet anotherdimensionalongwhich researchersvary concernswhetherthey restrictthem-
selvesto consideringonly computationalimplementations,or whetherthey alsoconsidernon-
computationalmechanisms,suchaschemicalprocesses.Of course,insofarasthecomputational/non-
computationaldistinctionis somewhatblurred,thisdimensionis unclear, andit is thereforesilly
to argueoverwhetherAI requiresonly computationalmechanisms,which is why philosophical
debatesabout‘StrongAI’ areof little relevanceto AI asscienceor engineering(compare[20]).

Among thosewho restrict themselvesto computationalmechanismstherearedifferences
accordingto whetherthey are committedto a particularapproachor not, e.g. using logic,
usingconnectionistnetworks,usingAI symbol-manipulationlanguages.In our currentstateof
ignoranceconcerningwhichdesignsarepossibleandwhattheirpropertiesare,it is pointlessto
legislateon thesematters:if we forceeveryoneto usethesametechniqueswerisk missingim-
portantdiscoveries.Someof thesedisputesareconcernedwith formalismsfor useat ‘compile-
time’, for generatingtheagent,otherswith notationsrequiredby theagentitself, at ‘run-time’.
(I arguein [15] and[18] thatintelligentagentsneedmultipleformsof representation.Compare
Hayes[6]). Someformalisations,suchaslogics of belief or desire,aremoreconcernedwith
external descriptionsof an intelligent agent,and are thereforemainly relevant to specifying
requirements,of type(a).

Somewho follow the designapproachfind it useful to build simulatedenvironmentsand
simulatedagentsoperatingin thoseenvironments. Othersclaim that this is ‘cheating’ and
insist on having real robotsin a real physicalenvironment, for example. Of course,this is
a silly disputeaslong asthosebuilding simulationsmake their assumptionsclearanddo not
over-generalisetheir conclusions. This is no different in principle from the role of thought
experimentsin physicswheretheimplicationsof extremelyidealisedsituationsareanalysedin
orderto clarify problems,conceptsandtheories.
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The simulated/realconflict often goeswith a distinction betweenpeoplewho work only
on fragmentaryportionsof an intelligent agent(vision, language,planning,etc.) and those
who areinterestedin designingcompletesystems.However, criteriafor completenesscanalso
vary: somewho build ‘complete’ robotsdo not attemptto give themautonomousmotivational
systems,for example,nor humancuriosity, imagination,aestheticpreferences,etc. andin that
casethey arenothing like completemodelsof humancapabilities,even if they arecomplete
robots.

That contrasttendsto be relatedto the long termgoalsfor which the researchis pursued:
somepeopledoAI essentiallyasanengineeringexercise,andareinterestedin humancapabili-
tiesonly insofarastheseeitherprovideusefulideas,or helpto definetheenvironmentin which
machineswill have to work (i.e. themachinesmayhave to interactwith humans).Othersare
moreinterested(in the long term) in finding scientificexplanationsfor capabilitiesof existing
intelligentagents.

I have tried to show thatwhatI’vecalledthe‘design-based’approachcoversawide variety
of alternative and complementaryresearchstrategies. Unfortunately, the proponentsof one
approachwill oftendisparagepeoplewho follow others.This is usuallydueto a lackof insight
into the limitations of their own approachand a failure to understandthe needto combine
differentapproachesin orderto understandthemostcomplex mechanismsknown to science.

5. Putting it all together

An autonomoushuman-like agentneedsto includecomponentswith all the differentsortsof
capabilitiesthathavehithertobeenstudiedin AI, andmorebesides.In particular, anything like
ahumanbeingor otheranimalwill notbedrivenby somesinglehigh level goal,but will havea
hostof differentmotivationalmechanismsall coexistingandcompetingwith oneanother, some
concernedwith bodily requirementsotherswith intellectualor socialneeds,someshort term
otherslong term,someself-centredothersrelatedto theneedsof otherindividualsor eventhe
wholeof mankind,or otherthreatenedspecies.(CompareMinsky [10].)

The computationalstudyof humanmotivation andrelatedphenomenasuchasemotions,
moodsandthelike is still in its infancy. We don’t yet evenknow which of thethingsthatseem
to beindependentcausalfactorshave their own mechanismsandwhich aremerely‘emergent’
phenomena,arisingout of complex interactionsbetweensub-systemswhosereal function is
quite different. Someof the early studiesin this areabuilt modelsin which stateslike anger,
fear, joy wererepresentedby explicit variables,or database-entries,which couldhave numeric
values,or symbolicvalueslike “low”, “medium”, “high” etc. My guessis that thesedesigns
aretotally misguidedandthat thoseaffective statesarebestthoughtof asemergentproperties
of processesthatservemorespecificpurposesin thetotal system.

Of course,insofar asan intelligentagentincludessomeinternalself-monitoringcapability
it maylearnto detectthepatternsinvolvedin suchglobalemergentstates,andasa resultthere
maybeanexplicit internalrepresentationof thestate(aswhena personnot only is angrybut
alsofeelsangry),but thatkind of self-monitoringis a secondaryprocess,not anessentialpart
of theoriginal state,whichcanoftenoccurwithout beingrecognizedby theagent.

However, theseare issueson which it is too early to be dogmatic: we needto explore
alternativeapproaches,andseewhatwe learn.
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6. The structure of designspace

It is worth commentingon the ‘shape’ of designspace. Peoplewho think they understand
what they meanby intelligenceor consciousnessoftenassumethat suchconceptscorrespond
to dichotomies,which divide thingsin the world up into two mutually exclusive classes:the
entitiesthatareinstancesof theconcept(e.g. have minds,or areconscious)andthosethatare
not. This is easilyunderminedby showing theimplausibility of finding a cleardivision among
living organismswhich areandwhicharenotconscious,or intelligent.

That often leadsto anothermistake: the assumptionthat the spaceis a continuum,with
smoothvariationandno clearpoint at which any importantdistinctionrelevant to the nature
of mind canbemade.This is a mistake becauseanyonewho hasexploredrealdesignoptions
is awarethat therearemany discontinuities.A simpleexampleis thedifferencebetweentwo
programs,one of which hasan extra ‘elseif’ clausein a multi-branchconditional. Thereis
no possibility of half of sucha clause,or a quarter, etc.: the clauseis either thereor not
there. Changesin physical network topologies,or in abstractnetwork structures,are also
discontinuous. Someof thesedesigndiscontinuitiesmake importantqualitative differences
to theoverallcapabilitiesof thesystem,whereasothers(e.g.addinganextramemorylocation)
maymakeonly a marginaldifference,unlessa thresholdis exceeded.

Oneof thetaskson which work hasbarelybegunis to explorethediscontinuitiesin design
spaceto seewhat differentkinds thereare,andwhat differencethey make to the capabilities
of anagentor organism.Sucha studymayhelpusunderstandbettertheevolution of different
sortsof intelligentcapabilitiesin differentanimals.

7. Conclusion

Readerswantingmoredetailedillustrationsof thedesignbasedapproachwill find many in this
volume,someprospectivesomeretrospective.

This discussionof prospectsfor AI hasnot mentionedargumentsby Searleand others
purportingto show that AI cannotpossiblyprovide an explanationof anything like human
intelligencebecausehumanbeingshave capabilitieswhich canbeshown to be impossiblefor
computationalsystems.Sucharguments,somebasedonGödel’sincompletenesstheorem,some
basedon philosophicalanalysis,somebasedon thoughtexperimentsin which implicationsof
the successof AI areexplored,all purport to refute the so-called“Strong AI” thesis. I shall
not attemptto answertheseargumentsherebecauseI havealreadydonesoin [20], whereI try
to show, amongotherthings,that thereareat leasteight distinct interpretationsof the Strong
AI thesis,on someof which it is patentlyfalseandnot worth attacking,whereasotherspose
interestingandopenquestions,which canbeansweredonly by further investigationof design
possibilities,notarmchairpontification.

There’slotsmoreto bedone.HubertDreyfus,thearch-criticof AI, oncelikenedAI to trying
to getto themoonby climbing trees.Suchcommentsignorethefactthatpathwaysto scientific
knowledgeandachievementhave never beensimpleandstraight. Perhapsearly treeclimbers
weregoingthroughessentialstepstowardsunderstandingthephysicaluniverse,withoutwhich
spacetravel wouldneverhavebeenachievedby theirdescendants?

Wehavealreadylearntagreatdealaboutthenatureof theproblems,andwhysometempting
mechanismsdon’t work andwhy othersarebetter. Even if few specificnotations,techniques,
algorithmsor architecturesfrom twentiethcenturyAI survive in explanatorytheoriestwo cen-
turies hence,it could still turn out that our currentexplorationswere an essentialpart of a
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profoundlearningprocess.Germsandseedsdon’t have to look likewhatthey grow into.
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