NOTE:

A slightly shorterversionof thefollowing text wasbroadcasvia netnews
to thecomp.aiandsci.philosophyechnews groupsometimein 1988.

It beganwith this remark,which explainsthe closingquestion:

| wasnt goingto contrikute to this discussion,
but a colleaguesncouragedne.

A similar versionappearedn AISBQuarterly, Winter 1992/3,Issue82, pp.31-2
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Abstract:

Much philosophicaliscussiorconcerningreedomof thewill is basednanassump-
tion thatthereis a well-defineddistinction betweensystemswvhosechoicesarefree
andthosewhosechoicesarenot. This assumptions refutedby shaving thatwhen
requirementsor behaing systemsareconsideredherearevery mary designoptions
which correspondo awide varietyof distinctionsmoreor lesscloselyassociateavith
our nave ideasof individual freedom. Thus, insteadof one major distinctionthere
aremary differentdistinctions;differentcombinationsf designchoiceswill produce
differentsortsof agentsandthe nawe distinctionis not capableof classifyingthem.
In this framework, the pre-theoreticakonceptof freedomof the will needsto be
abandonedndreplacedwith a hostof differenttechnicalconceptsorrespondingo
the capabilitiesenabledoy differentdesigns.

Philosophydone well can contritute to technicalproblems(as shavn by the influenceof
philosophyonlogic, mathematicsandcomputing.e.g.via Aristotle, Leibniz, FregeandRussell).

Corversely technical developmentscan also help to solve or dissolwe old philosophical
problems. | think we are now in a positionto dissol\e the problemsof free will asnormally
conceved,andin doingsowe canmake a contributionto Al aswell asphilosophy

Thebasicassumptiorbehindmuchdiscussiorof freedomof thewill is:

(A) thereis a well-defineddistinction betweensystemswhosechoicesare free and
thosewhosechoicesarenotfree.

However, if you startexaminingpossibledesigngor intelligentsystemsn greatdetail you find
thatthereis no onesuchdistinction. Insteadtherearemary ‘lesser’ distinctionscorrespondingo
designdecisionghatarobotengineemightor might nottake —andin mary casest is likely that
biologicalevolutiontried both (or several) alternatves.

Thereareinteresting,indeedfascinating technicalproblemsaboutthe implicationsof these
designdistinctions. For example,we canaskhow individualswith the differentdesignswould
farein avariety of socialsettingswhatthey would be lik e to interactwith, which sortsof tasks
they would be able to achieze and which not. Exploring designdetailsshaws, | believe, that
thereis no longerary interestin the questionwhetherwe have free will becausemongthereal
distinctionsbetweenpossibledesignsthereis no onedistinctionthat fits the presuppositionef
the philosophicalusesof theterm*“free will”. 1t doesnot mapdirectly ontoary oneof the mary
differentinterestingdesigndistinctions.So (A) is false.
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“Free will” has plenty of ordinary usesto which most of the philosophicaldiscussionis
irrelevant. E.g.

“Did you go of your own freewill or did shemake you go?”

That questionpresupposea well-understoodlistinction betweentwo possibleexplanationsfor
someones action. But the answer‘l wentof my own freewill” doesnot expressa beliefin any
metaphysicatruth abouthumanfreedom. It is merely a denial that certainsortsof influences
operatedsuchasthreatsor coercionby anothemperson.Thereis noimplicationthatno causesor
no mechanismsvereinvolved. How couldary lay persorknow thatthereareno causessincewe
know very little abouthow our brainswork?

The claim to have donesomethingof your own free will simply illustratesa common-sense
distinction betweenthe existenceor non-istenceof particularsortsof ‘external’ influenceson
a particularindividual's action. We could all list typesof influenceghat might make usinclined
to saythat someoneadid not act of his own free will, someof which would, for example,lead
to exonerationin the courts. But saying“l did notdo it of my own free will becausgrocesses
in my brain causedme to do it” would not be acceptedas an excuse,or a basisfor requesting
forgivenness.

Howeverthereareotherdeepedistinctionsthatrelateto differentsortsof designgor behaing
systemsbut our ordinarylanguagedoesnotincludetermsfor distinguishbehaiour flowing from
suchdifferentdesigns Beforewe canintroducenew theory-basedlistinctions we needto answer
thefollowing technicalquestionthatlurks behindmuchof thediscussiorof freewill.

“What kinds of designsare possible for intelligent agentsand what are the
implicationsof differentdesignsasregardsthe determinant®f their actions?”

I’ll use“agent” asshortfor “behaving systemwith somethindik e motives”. Whatthatmeanss a
topic for anotheray: Insteadof onebig division betweerthings(agentsyith andthings(agents)
without freewill we’ll thencomeup with a hostof moreor lesssignificantdivisions,expressing
someaspecbf the pre-theoreticafree/unfreedistinction. E.g. herearesomeexamplesof design
distinctions(someof which would subdvide into smallersub-distinction®n closeranalysis):

e Compare(a) agentsthat are able simultaneouslyto storeand comparedifferentmotiveswith
(b) agentghathave no mechanismgnablingthis: i.e. they canhave only onemotive atatime.

¢ Comparga)agentsall of whosemotivesaregeneratedby a singletop level goal(e.g.“win this
game”)with (b) agentsthat have several independensourcesof motivation (motive generators
implementedin hardware or software), e.g. thirst, sex, curiosity, political ambition, aesthetic
preferencesgtc.

e Contrast(a) an agentwhosedevelopmentincludesmodificationof its motive generatorsand
motive comparatorin thelight of experiencewith (b) anagentwhosegeneratorandcomparators
arefixedfor life (presumablythe casefor mary animals).

e Contrast(a) an agentwhose motive generatorsand comparatorschangepartly under the
influenceof geneticallydeterminedactors(e.g. puberty),with (b) anagentfor whomthey can
changeonly in thelight of interactionswith the ervironmentandinferencesdravn therefrom.

e Contrast(a) an agentwhosemotive generatorandcomparatorgandhigherordermotivators)
arethemselesaccessibléo explicit internalscrutiry, analysisandchangewith (b) anagentfor
which all the changesn motive generatorandcomparatoraremerelyuncontrolledside effects
of otherprocessegasin addictions,habituation,etc.) A similar distinction canbe madeasto
whethermotivesthemseles are or are not accessibldo explicit internal scrutiry, analysisand
change.



e Contrasia)anagentpre-programmetb have motive generatorandcomparatorghangeunder
theinfluenceof likesanddislikes,or approval anddisappreal, of otheragentsand(b) anagent
thatis only influencedby how thingsaffectit. Theformerwill be morelikely thanthe latterto

absorhthe valuesof its culture.

e Compare(a) agentsthat are able to extend the formalismsthey usefor thinking aboutthe
ervironmentand their methodsof dealingwith it (like humanbeings)and (b) agentsthat are
not (mostotheranimals?)

e Compare(a) agentswhose motives are never inconsistent,e.qg. becausethe latest motive
alwaysremovesall others,and(b) agentghatcansimultaneoushhave incompatiblemotives(e.g.
wantingto drink atthewaterhole andwantingnot to go nearthathungrylooking lion crouching
besidethewater).

e Comparga) agentdhatareableto assesshe meritsof differentinconsistenmotives(desires,
wishes,ideals,etc.) andthendecidewhich (if any) to actonwith (b) agentdor which motivator
conflictsarealwaysresolhed usingsomeautomaticreaction,e.g. having a measuref ‘strength’
associateavith eachmotive andalwaysbeingdriven by the strongesimotive, or agentsthatare
always controlledby the mostrecentlygeneratednotive (like very youngchildrenandperhaps
someotheranimals?).

e Compare(a) agentswith a monolithic hierarchicalcomputationalarchitecturewhere sub-
processexannotacquireary motives (goals) except via their ‘superiors’, with only one top
level executive procesgyeneratingll thegoalsdriving lower level systemswith (b) agentsvhere
individual sub-systemsangeneratendependengjoals.In case(b) we candistinguishmary sub-
casesfor instance:

(b1) the systemis hierarchicaland sub-systemgan pursuetheir independengoalsif they
don't conflictwith the goalsof their superiors

(b2)thereareproceduresvherebysub-systemsan(sometimes?dverridetheir superiorge.g.
trainedreflexes?)

e Comparda)asystemn whichall thedecisionsamongcompetinggoalsandsub-goalsaretaken
on somekind of ‘democratic’voting basisor anumericalsummatioror comparisorof somekind

(akind of vectoradditionperhapsith (b) a systemin which conflictsareresoled on the basis
of qualitative rules,someof which aredeterminedyenetically(from birth) andsomeof which are
productsof acomplex highlevel learningsystem.

e Compare(a) a systemdesignedentirely to take decisionsthat are optimal for its own well-
beingandlong term survival with (b) a systemthat hasbuilt-in mechanismgo ensurethat the
well-being of othersis alsotaken into account. (Humanbeingsand mary otheranimalsseem
to have somebiologically determinedmechanism®f the secondsort - e.g. maternal/paternal
reactiongo offspring,sympathyetc.).

e Compare(a) a systemthat includessomekind of randomgeneratothat determinessomeof
its major decisionsand (b) a systemall of whosedecisionsare basedon its motives, beliefs,
preferencesetc. which in turn are producedby totally deterministicprocessesncluding long
termlearning.

e There are mary distinctionsthat can be made betweensystemsaccordingto how much
knowledgethey have abouttheirown statesandhow muchthey canor cannotchangebecaus¢hey
do or do not have appropriatemechanisms(As usualtherearemary differentsub-casesHaving
somethingin a write-protectedareais differentfrom not having ary mechanisnfor changing
storedinformationatall.)



Therearesomeoverlapsbetweerthesedistinctions andmary of themarerelatively imprecise,
but all arecapableof refinementindcanbemappedntorealdesigndecisiondor arobot-designer
(or evolution).

They are just someof the mary interestingdesigndistinctionswhoseimplicationscan be
explored both theoretically and experimentally though building modelsillustrating most of
the alternatves will requiresignificantadwvancesin Al e.g. in perception,memory learning,
reasoningmotorcontrol,etc.

Whenwe explore the fascinatingspaceof possibledesignsfor agents,the questionwhich
of the varioussystemshasfree will losesinterest: the pre-theoretidree/unfreecontrasttotally
fails to produceary oneinterestingdemarcatioramongthe mary possibledesigns— thoughit
canbelooselymappedon to several of them. However, differentmappingswill imply different
implicationsfor classifyinganagentasfree,or asunfree.

After detailedanalysisof designoptionswe may be ableto definemary differentnotionsof
freedom,with correspondingredicates:free(1), free(2), free(3),.... However, if an objectis
free(i) but notfree(j) (for i /=) thenthe question'But is it really FREE?”hasno answer

It slike asking:What's the differencebetweenthingsthathave life andthingsthatdon't?

The questionwhethersomethings living or notis (perhapspcceptabléf you arecontrasting
trees,miceandpeoplewith stonesriversandclouds.But whenyou startlooking atalargerclass
of casesincluding viruses,complex moleculesof variouskinds, andothertheoreticallypossible
casesthequestionosesits pointbecausét usesa pre-theoreticoncept(“life”) thatdoesnt have
a sufficiently rich and precisemeaningto distinguishall the casesthat canoccur (This need
not stopbiologistsintroducinga new preciseandtechnicalconceptandusingthe word “life” for
it. But thatdoesnt answerthe unanswerabl@re-theoreticafuestionaboutpreciselywherethe
boundarylies.)

Similarly “What’s the differencebetweerthingswith andthingswithout freewill?” mayhave
an answerif you are contrastingon the one hand,thermostatstireesandthe solar systemwith,
onthe otherhand,people,chimpanzeeandintelligentrobots.But if the questionis askedonthe
presumptiorthatall behaing systemsanbedivided,thenit makesthefalseassumptior{A).

So,to askwhetherwe arefreeis to askwhich sideof a boundarywe areon whenthereis no
particularboundaryin questiononly anill-defined collectionof very differentboundaries.This
is onereasorwhy it is thatso mary peoplearetemptedto say“What | meanby ‘free’ is..” and
they thenproducedifferentincompatibledefinitions.

In otherwords,the problemof freewill is a non-issue.So let’'s examinethe moreinteresting
detailedtechnicalquestionsn depth.

It is sometimeghoughtthat the succes®f computationamodelsof the humanmind would
carry the implication that we lack freedombecausecomputershave no freedom. However, as
| aguedin section10.13 of Sloman(1978), on the contrary suchmodelsmay, at last enable
usto seehow it is possiblefor agentgo have anarchitecturan which their owndesirespeliefs,
preferencedastesaandthelik e determinevhatthey doratherthanexternalforcesor blind physical
andchemicalprocessesThis line of thinking is elaboratedn the booksand paperscitedin the
bibliography Dennett(1984),in particular analysesn considerabladepththe confusionsthat
leadpeopleto worry aboutwhetherwe arefree or not.

Now, shalll or shant | submitthis.........??2?7
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