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Abstract

This paper outlines a design-based methodology for the study of mind as a part of
the broad discipline of Artificial Intelligence. Within that framework soanehitectural
requirements for human-like minds are discussed, and some preliminary suggestions
made regarding mechanisms underlying motivation, emotions, and personality. A
brief description is given of the ‘Nursemaid’ or ‘Minder’ scenario being usetha
University of Birmingham as a framework for research on these problenmsaytbe
possible later to combine some of these ideas with work on synthetic agents ingpabiti
virtual reality environments.

1 Introduction: Personality belongs to a whole agent

Most work in Al addresses only cognitive aspects of the design of intelligent agegitvision and
other forms of perception, planning, problem solving, the learning of concepts and genieradisa
natural language processing, motor control etc. Only atiny subset of Al researsbdraconcerned
with motivation and emaotions, or other things that one might regard as relevansmanpéty.

Partly inspired by Simon’s seminal 1967 paper, | have been trying since the laten70s
collaboration with various colleagues and students, to address these is$iggsar@ intimately
bound up with deep and difficult problems about how human minds work, and | don’t expect
answers to be found in my lifetime, though that’'s no reason for not trying to mélegiamning.
Doing this requires thinking about the design of ‘complete’ agents (whether human-Iia)or
not just specific cognitive mechanisms. That'’s a very difficult task, sindenoe so little about so
many of the components and underlying implementation mechanisms. Neverthglessbining
design of ‘broad’ but temporarily ‘shallow’ architectures with various otkiads of research on
more detailed mechanisms we can hope gradually to make progress towardste@anglesalistic
designs and theories.

In order to make clear the framework within which | am working, I'll steyt making some

general comments on the scope and methodology of Al. I'll then describe a scertariowhich
some of us are exploring possible architectures to account for aspects of nootjiwatiotion and



personality. And I'll then sketch some preliminary ideas about an explanatohytecture, which
is not offered as a complete specification, but a partial, high level owefi@ family of possible
architectures. At the end | have included an edited transcript of some tepeliregs following
the discussion after my presentation at the workshop in Vienna in June 1995, asyhelmo
remove some common misunderstandings.

Why include a section on the goals of Al? Part of the reason for this is that most pkoie
of Al in terms that are too narrow. | shall try to offer an alternativeien of Al that is broad and
deep, within which a study of personality can be accommodated. It also helpstdyideany
unsolved problems and weaknesses in current research.

2 How should we identify aims of Al?

There are various approaches to defining the aims of Al, including the following:

1. Try to articulate what you yourself think you are doing and what larger set of gdéks i
into. This is what many Al practitioners do. Some are unaware of what lots of albers

2. Repeat some definition of Al that you have read, especially if originally produgede of
the founders or ‘gurus’ of Al. This is what many undergraduates, recent graduats, recruits,
journalists, and outsiders do.

3. Look at what actually goes on in Al conferences, Al journals, books that claim ¢tmbe
Al, Al research labs: Then try to characterise the superset. This dcmuldhat a sociologist or
historian of science might do. Many Al people now tend to go only to their spdaialigerences
and read only their specialist journals, so they lose the general vision. &dalnany external
commentators on Al.

4. Like (3) but instead of simply characterising the superset, try to fincesorderlying theme
or collection of ideas which could generate that superset.

The last is what | have tried to do. This is what | have learnt:

2.1 What are the aims of Al?
Al is (as | have claimed in various previous publications):

The general study of self modifying information-driven control systems,

¢ bothnatural (biological) andartificial,

¢ bothactual(evolved or manufactured) apdssiblgincluding what might have evolved
but did not, or might be made, even if it never is.)

| include the study not only of individual agents, but also societies and the like:l spsiams
add new constraints and new design possibilities, relating to communication,rabopeand
conflict. By the ‘general study’, | mean to include: not just the creation of anycpdéar such
system, but an understanding of what the options are, and how they differ and why,nigolldat
the trade-offs are.

From this standpoint, Cognitive Science is the subset of Al that studies human anarothalr
systems. Al thus defined has a number of sub-activities, not often thought about, whngwi’|
summarise.



3 Sub-tasks for Al

This general study of behaving systemadaga search for a particular algorithm or design. Even if

we had a truly marvellous Al system equalling or surpassing humans in mangtggpat would

not be enough. For we’d need to be ableitmlerstandvhat we had done, and why certain aspects

of the design were good and why alternatives would not be as good. Such understandinginvolve
knowing not only what a particular design is and what it can do, but also how ieselatother
possible designs. It also involves knowing which aspects of the implemensaig@ssential and
which are not.

In short we need to understand the space of different possible architecturgbeidifferent
regions of design space and their properties. In particular, for differensedasf designs and
mechanisms we need to understand what are they good for or not so good for. Namely, whic
collections of requirements do different designs fit into? These questions canaarmeany
different design levels. (Some of the issues are discussed, though in the maia gentext of
understanding complexity and simplicity, by Cohen & Stewart 1994.)

3.1 Whatis a niche?

Using terminology from from biology, and slightly generalizing it, | use the worahei to
refer to a collection of requirements for a working system, such as an engigeequirements
specification. Any particular design may fit a niche more or less well.

A niche is not just a physical thing nor a geographical region. A chimpanzee, a squirrel, a
parrot, or a flea might each be placed on the same branch of the same tree iméhi®sst, yet
each would be in a different niche from the others. E.g. they need to perceigeedifthings in
the environment, and when they perceive the same thing they may use the inborfoatifferent
purposes. Similarly, different software packages, such as a compileitm, e database, a
spreadsheet, an internet browser, will all occupy different niches, mikld same computer.

A niche is an abstraction, not a portion of the world. A particular physical locatiag m
instantiate several different niches at the same time. The bee and tle fiduch it pollinates,
are located in different niches, though their niches are related: anythingngnélee functional
requirements of each of them will help to define part of the niche for the other.

The specification of the niche for a particular type of agent could include: (a) the ontofogy
the environment, as sensed and acted on by the agent, (b) the dynamics possibteatitmtology
(which events and processes can occur), (c) the means of sensing the enviravaiiabte to the
agent, (d) the types of actions required of the agent, and (e) a collection of possikéeaind
constraints, where the set of actual tasks may be dynamically changing. Exaetlysvincluded
will depend on how precisely the niche is specified.

For example the tasks might include finding and consuming enough food to keep alive, finding
a mate, reproducing, looking after young, learning about a social system, fitting insm¢ied
system, etc. Some constraints are imposed by laws of nature, e.g. physicadicbsisand
others by a legal system ruling out certain means of achieving goals, or a set ehtiong for
communication. A niche may be made more constraining by adding additional requireengnts,
specifying what sort of food is to be used, or which other sorts of agents are to béresdede way.
Because any particular portion of the world can instantiate severareatitfesets of descriptions
simultaneously, it can instantiate several niches simultaneously.



Some niches are determined more or less explicitly in advance by human endgoreiesr
customers) and guide their design work. Other niches are implicit in a colfecfievolutionary
pressuresthat operate on a class of organisms. Justas humans can design thaogspigmentary
roles (e.g. plugs and sockets, compilers and machines) so naturally occurplgtimches may
complement one another. One way of looking at an ecology is as a collection of imgract
niches, which may be changing dynamically. Different aspects can change indehgrslgnt
changing climate alters the requirements regarding discovery or creasaitaible nests or shelters,
whereas a changing culture, or changing amounts and kinds of knowledge alter the req@irement
for individual learning, and collaboration or competition with others in the societya complex
society with systematic division of labour, different social roles witjuge different individual
types of motivation, preferences, ambitions, likes, dislikes, etc. Ifeereint personalities will be
required. An extreme example is the difference in reproductive roles.

3.2 Whatis a design?

A design, like a niche, is not something concrete or physical, though it may have pliysiaaktes.
A design is an abstraction which determines a class of possible instandeshare a design is
capable of being instantiated in different ways, there will be more spec#igie corresponding
to narrower sub-classes of possible instances.

Talk about ‘designs’ does not imply anything about precessof discovery or creation of
designs. (‘Design’ can be a noun as well as a verb.) Design production does not have to be
top-down: it can be bottom-up, middle-out, or multi-directional. Arguing that only one approa
will work, as some defenders of genetic algorithms or neural nets do, is sillypptbaches are
liable to ‘get lost’ searching in design space.

There is no one true road to understanding: we have to follow several in paatleshare
what we learn. The approach can be empirical or theoretical. When it is tieadiié may be
either intuitive and vague or formal and precise, making use of logic and matlesmamay but
need not include the creation and study of instances of the design. When instancesatze c
(i.e. a design is implemented in a working system), this is often part of thegsdzy which we
understand the problem, rather than our top level goal. Investigation by implatioenis very
common in Al, and is partly analogous to the role of thought experiments in physics.

Designs include specifications of architectures, mechanisms, formabdgasithms, virtual
machines etc. Where a design specifies a complex structure with inbgractmponents, it will
need to include not only structural features but also the behavioural capalofitresscomponents
and their possible forms of interaction, i.e. their causal powers or functiored vathin the whole
system.

Differences between designs include both (a) different ways of refining a comnooa m
general design, e.g. starting with a general parsing mechanism and then apgdlyitvgpitspecific
grammars, to produce parsers for those grammars, and also (b) differercae tthae to different
implementations in lower level mechanisms, such as using different progragrianguages, or
different compilers for the same program, or compiling to different machinbitectures, or
implementing the same machine architecture using different physical techreologie

In many cases a particular design D can be implemented in different lewed mechanisms.
Inthat case we say D is a design faridual machine, and different instances of that virtual machine
may occur in quite different physical systems, for instance when different @iysahnologies are



used to implement the same computer architecture, e.g. a VAX or a SPAR@eatale. Insofar
as the process of biological evolution can be seen as a mechanism that explayaessgask it
seems to make use of very different levels of implementation, most of tharg bee result of
previous designs, whether of reproductive mechanisms, chemical structures aeskpsyteural
mechanisms, or mechanical structures.

Often it is impossible or difficult to create instances of a new design tirestt part of what
has to be designed includes new production processes. This point is often stragsby (@®hen
& Stewart 1994) in criticising the notion that DNA fully determines the develepthof an embryo,
for that ignores the role played by the mechanisms that ‘interpret’ the DNA.

Human design capabilities are enhanced by development of new design and mamgacturi
tools. Thus closely associated with any particular design may be a set efgeaeric ‘meta-
designs’ for design and production mechanisms. The latter have a niche that mideteby the
kinds of designs they are required to enable or facilitate.

The less specific a design the more scope there is for varying the implemeikztizols. One
of the things we don't yet understand well is which classes of designs are neutraiebevery
different kinds of implementations, e.g. which high level designs for intelligent hdike agents
are neutral as to whether the components are implemented in a collection dfmetwrarks and
chemical soups or in a collection of symbol manipulating systems, or some mixtuecbfmsms.

So, we don’t yet know which high level aspects of the design of a human mind are neutral
between implementation on human brains and computer-based implementation, thocigh m
prejudice one way or the other abounds. Answering that question is among the long terimvedbject
of Al as defined above.

A related question is the extent to which complex behavioural capabilitiebeaxplicitly
built in in advance, or whether mechanisms capable of implementing such dgsictnnot be
directly programmed, but must ‘program’ themselves through processes of develpaening
and adaptation. E.g. it may be physically impossible, in any kind of factory,ttirecassemble
a fully formed adult human brain with all the information needed for normal adm¢tioning
already in it.

In that case any system containing such a brain will have to have learnatedgad for itself.
Thus part of a requirement for its early personality will be a set of motivatamts capabilities
capable of driving such a learning process.

If we wish to understand how to give a synthetic agent a personality we need testamder
what sort of niche makes having a personality relevant to the requirements titdhageo fit into,
and what sorts of designs are capable of meeting such requirements. I'viotsieow that that is
a far more complex question than it might at first appear.

3.3 Studying ‘niche-space’ and ‘design-space’

The general study, which | have claimed constitutes the scope of Al as itsliggiractised in all
its forms, involves at least the following aspects, though not all are foued @itAl work.

1. The study of ‘niche-space’

This is the study of collections of requirements and constraints for agent desighs;akection
being a ‘niche’. Besides particular niches we need to understand dimensionsmnitties can
vary, and also the dynamics of changes in interacting niche systems. Althougimbisery often
made explicit, there are examples in Al research, including the study ofefitfeequirements for
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MAPPINGS FROM DESIGN SPACE TO NICHE SPACE
DESIGN SPACE

NICHE SPACE

Figure 1:Mappings between design space and niche space
A niche is a set of requirements. Mappings can vary in degree and kind ajoodness.
Various kinds of trajectories in design space and niche space are possbl

learning systems, and the analysis of different sorts of perceptual tasks (arg 1982, Sloman

1989). Marr misleadingly described this as the computational level of analysisy bf the papers

by myself and my colleagues are concerned with requirements for motivatie@aanisms in
human like systems (e.g. Sloman 1978 (chapter 6), Sloman and Croucher 1981, Sloman 1987,
1992, 1993, Beaudoin 1994).

2. The study of ‘design-space’

This includes analysis and comparison of design possibilities at differers le¥@bstraction,
including high level architectures, low level mechanisms, forms of retesion and reasoning,
types of long term and short term memory, types of perceptual mechanisms, typasnifde
mechanisms, and so on. This is found in much of the discussion in research pap@aEiag
work by different authors. Unsurprisingly, it is rare to find discussions of desigrexoiirements
for complete agents.

3. The study of mappings between design-space and niche-space.

These mappings are correspondences between designs (or classes of designspanehsets-
ments. For any given region of niche-space there are usually alternatigmsiesone fitting the
niche perfectly. The different styles and widths of arrows in Figure 1 agnirte indicate different
kinds and degrees of match.

In particular, there is no 1 to 1 mapping. There are many trade-offs and congamrand no
unique criterion of optimality for satisfying a niche. Neither is there a semplmerical measure
of goodness of fit between a design and a niche. Design D1 may be better for niche Ndigan de



D2 in some ways, and worse in others. E.g. it may be able to catch a wider rapdilef prey
because it can run faster, but not be so good at distinguishing edible from inedibée ecause
of its perceptual limitations. A full analysis of the variety of mappings reguire analysis of the
logic of ‘better’, which is a far more complex concept than most people redlige. we need to
understand how to handle multiple partial orderings concerned with different typesyggfarison.

4. Analysis of different dimensions and levels of abstraction.
This involves looking at niches and designs from the standpoint of several diffeseigldies (e.qg.
neural, psychological, social, philosophical, linguistic, computational, etc.)

5. The study of possible trajectories in niche-space and design-space

Al, like many other sciences, is concerned with processes that are edtentiene. When a
complex system interacts with its environment that is external behaviourahy wases this will
involve internal behaviour (e.g. compression and changing stresses within a bounbingdrae
internal behaviour is information processing, including processes of developmentind¢gauch
as happens in a foetus as it develops to a normal infant, or happens in an infantraftelainy
of these changes produce changes in the capabilities of the system. These are chdegigs |
even though no external agent has redesigned anything.

In other words, something that develops, or learns, follows a trajectory igrdspace. And
because it can meet different sets of requirements and satisfy diftenesitraints as a result of the
changes, there are corresponding trajectories in niche space. (Though remenabbenot talking
about movement of a point in either space, but movement of some sort of region, wdydirewe
fuzzy boundaries.)

Explorations of learning systems then, are concerned with the study of mechahemart
move themselves around design space (and niche space) partly as a reseitactimg with an
environment. The trajectories that are possible may depend on the particutanement - so from
that point of view a niche may be part of the ‘design’ of a larger system.

One of the interesting questions to be investigated is which sorts of iagscare possible and
which are not. Just as some designs may have features that make directémialéom impossible,
so that self-adaptation and learning during development are required, it csolduah out that
there are some trajectories in design space that are simply impossilaeyfandividual, though
they can be achieved by evolutionary processes operating on a gene pool distntautadéction
of individuals.

For example, given the physics and chemistry of our universe, it seems to be inipdss
for any individual to transform itself from an elephant into an ape, or from aifisaa human
being, although such transformations might be logically possible. It’s likelyrtigher organism
includes the potential for such drastic changes, even if they are produced by genelpicbldeov

There may also be types of transformations of information processing caesiliat are not
possible for an individual. For example it may be impossible for a new born mouse totéear
understand any human language, even though a new born human can, and a mouse and a human
share an enormous biological heritage.

Thus some trajectories within design space and niche space may be possiblerierpoge
but not for any individual agent.

It might also turn out to be impossible for some of the forms of conceptual development
exhibited in the history of human science and culture to occur within any one indiyidoal
matter how long that individual lives. Perhaps a mixture of interleaved individeratlopment



and social learning is required to produce transitions such as those leadingrfooentaGreek
science to quantum physics. For example this might be the case if the processnilgcessives
‘bootstrapping’ through mistaken or confused cognitive states which, once they hawveriiesed
cannot be left, even though they may be part of the environment in which a new gen&ration
while avoiding those states.

The same may turn out to be true for evolution of tastes, aesthetic prefeyanicd®rms, moral
values, and types of personalities. These are all topics for further study undgribeal heading
of exploration and analysis of possible trajectories in design space and niclee spac

Figure 1 gives a very rough indication of the sort of thing | have been discussing, though the
use of a 2-D surface oversimplifies by suggesting that there is a unique levelysiarfiar designs
and niches. This is not the case.

3.4 Discontinuities in design space and niche space

A point that is often not noticed, and which is important both for Al and for the theoryatigen
is that the spaces are discontinuous.

Changes in designs can include either continuous variation or discontinuities. Spomes ref
design space have smoothly varying properties, e.g. changing speed, elecrgtahee, or fuel
consumption, or size. Others involve small or large discontinuities, like taage from having
one wheel to having two, or three or four. In information processing systems, tteeeelat of
discontinuities in design. If you remove a conditional branch from a program, thdissantinuity.
You can’t put back a half of it or a quarter, or an arbitrary fraction.

Onthe other hand, some discontinuous spaces may be capable of being embedded in continuous

spaces, as the integers are embedded in the reals. Thus (as pointed out im (838413 a feed-

forward neural net can be thought of as a large collection of condition action rlllastigated in

parallel, with many conditions sharing certain actions, and many acti@msg certain conditions,

where the weights determine a degree of influence of a particular rule. So irat@dlte degree

of influence between a ‘condition’ and an ‘action’ can vary continuously between G@ne
significant value, even though such variation is not possible for conditional branchedinary
software.

In conventional software, it may be possible to get something approximating sothuwous
variation by adding a randomiser to each condition, and gradually changing the prgbatiiit
which the condition will be triggered. Nevertheless the difference betweeddsign that allows
a certain condition to play a role, however small, and the design that has mnc@odition at all,
is a discontinuity. A structural change is needed to get from one to the other.

This is one example of a research topic regarding the structure of design spaceedi\te find
out how many kinds of discontinuities there are, and which, if any, of them can beldedbim more
complex designs that smooth out the discontinuities. (One reason for doing thesl#itigrit may
allow *hill climbing’ in the search for good designs, e.g. using evolutionary algors, something
I've learnt from my colleague Riccardo Poli.) Where there are irreducalsleodtinuities we
need to understand how they relate to possible trajectories in niche spate @exklopmental
or evolutionary mechanisms that are capable of producing such discontinuities n@it always
acknowledged that Darwinian evolutioequiresdiscontinuous change between generations, even
though the discontinuities may be small.)



3.5 Al and Philosophy

I hope the discussion of design and niche spaces and possible trajectories roldaasaty it is
too limiting to conceive of Al as the search for any particular design, cassobf designs meeting
any particular set of requirements. That may be a useful practical goat,ibutat enough for a
deep study of mind.

In particular, the design of any particular architecture but a part of a bragtddy, which
is to try to find out what sorts of architectures are possible, and how they difeent sets of
requirements, i.e. how different areas of design space correspond to ditieeastof niche space.

This enables us to generalise the old philosophical question ‘What is a mind?’ aadeépl
with: ‘What sorts of minds are possible, and how are they different and whatafortechanisms
and evolutionary or developmental or learning processes can bring them about?’

Whereas older philosophers tried to say ‘A mind has to be this, that or the oteaggest the
answer has to be of the form ‘Well, if you design the thing this way, you have one kindhaof, imi
you design it that way, you have another kind of mind’ and so on.

It's the differences and similarities between the different designs andhey relate to different
niches that are important, not necessary or sufficient conditions.

In order to pursue this study we need a set of techniques and conceptual tools. I'llsmvbee
some of them.

4 Requirements for a study of design space and niche space

At the very least we need the following.

4.1 A language for describing niches (sets of requirements)

Some of the work by engineers in developing formalisms for expressing requiremeagtpe
helpful. Similarly some of the work done by biologists in comparing the niches of difter
but related organisms may be helpful. | suspect both have barely scratchadfdes of what
is required. Any satisfactory language will have to take account of the fiatta niche is an
abstraction, not a physical environment.

Moreover, a niche has to be described from the ‘viewpoint’ of a type of agent.

A part of a design may correspond to part of a niche (as lighting system, fuel jedystem
and steering mechanism in a car each comprises a part of the total desigmgnaiéerent sub-
requirements). Within each sub-niche and sub-design further decomposition isl@ossgy. the
lighting system includes control switches, wiring, lamps, reflectors, pomerce, etc. Some
sub-systems may share components with others, e.g. the battery is a part af défenent
sub-systems, and therefore occupies several niches simultaneously.

Some aspects of a sub-niche may be defined by ‘other’ features of an agent — thgeahwe a
other agents. For example, an individual that cannot think very quickly but livesemaronment
in which things change rapidly may need the ability to solve some problems \@djyravithout
deep thinking. (A standard answer is pattern recognition capabilities.).

The language for niches will have to evolve as our theories of possible designs evolves



4.2 A language for formulating designs

Much of the important specification of designs for behaving systems is concerneahatt have
called (Sloman 1994b) the ‘information level’. This is

(a) Below Newell's ‘knowledge level and’ Dennett’s ‘intentional stanesdl of description

(b) A level concerned with designs (i.e. part of Dennett’s ‘design stance’plsat involving
semantic content of information that is acquired, created, manipulated, storexkd.

(c) A level at which information can be processed without presupposing ratypadi Newell’s
‘knowledge level’ and Dennett’s ‘intentional stance’ both do. In particulacligion or other
designers can produce systems that work in given situations even though they aatiamatl,r

e.g. because they blindly follow rules. In particular, where an agent is partasfar system,

e.g. a society or a species, what is rational from the viewpoint of the largemsysted not be
rational from the viewpoint of the agent. This may be important in trying to underseatdres

of motivation and personality in human-like agents. For example a concernepitbduction and
care about one’s offspring pervades human personality (well most human perssnélnot all),

and yet from the point of view of an individual the cost of reproduction and caring for the young
is so high that it is highly irrational, especially for women.

4.3 A language for describing mappings

We need to describe mappings between regions of design space and regions of nich&apace.
example, designs need to be evaluated relative to niches, but, as alrdexdyad:

(@) This will in general not be a simple numerical evaluation

(b) It will have to include descriptions of trade-offs, and possibly multiple igg partial
orderings

(c) It may in some cases be related to evolutionary ‘fithess’ criterga effectiveness in promoting
survival and reproduction of a collection of genes, though other kinds of fithess will b&en
relevant.

(d) It will not in general determine unique design solutions for particular nichest{asn by
biological diversity).
(e) It may have to include potential for future trajectories leading to a&b#ttbetween niche and
design, either by individual development or learning, or by a succession of evolutioagesst
All this may be a far cry from the current contents of Al books and journals. Howkerpect
it to be increasingly important over the next few decades, as more people come tstandé¢he
issues and grasp the shallowness and narrowness of much of current Al withrigs of fashion
regarding particular mechanisms and architectures.

4.4 Resources and methods for exploring agent designs
It is commonplace for people in Al, and some of their critics, to make unnedgskaiting
assumptions about the methods, mechanisms or methodologies that can be used in Al.

1. Al can use whatever mechanisms will do the job: connectionist or neural mectsactsemical
soups, or anything else. Restricting Al to use only a certain class of machsmvould be like
restricting physics to the experiments and mathematics available ttoNew

2. Al is not committed to the use of any particular class of representatibissndt committed to
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the use of logic, or Lisp-like languages. It is part of the aim of Al to find out whicmtdisms are
well suited to which purposes.

3. It has been fashionable in recent years to criticize ‘toy’ problems (emulaied worlds).
However, working on carefully chosen toy problems is part of a ‘divide and conges€arch
strategy, required for science. Controlled simplification helps in hashse. Using complicated
robot eyes and arms does not necessarily cause one to tackle deep problems, &isstratsd
students have found.

One important sort of simplification is to study what Bates et al. call ‘braad shallow’
architectures, containing many functionally distinct components, each &gdplihis may be one
way of finding things out about some of the high level features both of design space and niche
space (e.g. building systems and then discovering that they lack certaitieguhlat one had not
previously realised were important). Even when we learn that certahitactures don’t work,
the study of why they don’t work can be an important contribution to knowledge, and hedpaus t
fuller appreciation of alternative designs.

Moreover, for us the broad and shallow approach is rgrananentommitment. It may help
to clarify requirements for progressive deepening of the design. In some tésesn be done
by incorporating what has been learnt via a narrow and deep approach. In othet casgsiaw
attention to what is missing from such an approach, e.g. a study of visual percéjati@ssumes
the sole function of vision is to produce information about the structure and motion oft®bjec
(criticised in Sloman 1989).

5 Expanded objectives

Our explorations are both scientific and concerned with practical engineeringatjpis.
Scientific objectives include:

1. Trying to understand human capabilities

2. Trying to understand other animals

3. Trying to understand the space of possible designs and how they relate to diffietesd
(capabilities, etc.)

4. Trying to understand which sorts of trajectories in design space and niche agapossible
and under what conditions.

Too much Al work merely produces one implementation, without any analysis of thgngesi
the region of niche space or alternative designs. However, this may sufficertam engineering
objectives.

Engineering objectives include:

1. Trying to design useful machines that can do ever increasing subsets of wiaitrgantly be
done only by humans and other animals.

2. Trying to design machines that (for certain jobs) are better than humans oratirels. Often
these are not ‘stand-alone’ machines but components of other machines.

3. Trying to make machines better suited to interact with humans (this deperelsromg more
about humans).

Other, less obvious, practical objectives include:
4. Developing new educational strategies and technologies: you can’t improve heanaimd
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without knowing how it works normally.

5. Understanding ways in which the human mind or brain can ‘go wrong’ may help us design
better therapies. You can't easily fix something if you don't know how it works ndyinal

6. Designing new forms of recreation, new toys. (This depends on the scientific ame gy
advances.)

A requirement for progress in all of this is the production of better tools, and thaidesa
constant feature of Al research. So we can add:

7. Meta-design: Designing new tools and techniques, including programming languagesrasd for
of representation, to help with the process of exploring and implementing designs.

6 The Cognition and Affect project

The Cognition and Affect project at the University of Birmingham has been contevitie all the
above issues for several years, although severely limited resourceineed us to concentrate our
main efforts on tiny subsets of the task. The project has come up with som& pagtiirements
for human-like designs, a preliminary partial specification of a type of arctoite that might
explain human like capabilities, and some preliminary attempts to maattlaitecture onto the
phenomenology of common human emotional states, especially grief (Wright, SloBeaws&loin,
to appear).

Our work has included the following:
e Collecting ‘requirements’ for human-like intelligence, such as:

1. The ability to handle multiple independent sources of motivation, some to do with
physiological needs, some to do with the individual's preferences, tastes antdoasiband
some to do with the needs of the culture,

2. The ability to cope with many concurrent processes (perception, plan exgequiinning,
thinking, etc.)

3. The ability to cope despite limited multi-processing capabilities faghilevel’ processes.
e Exploring a variety of designs and design fragments, including:

1. Attention-filtering mechanisms to ‘protect’ resource-limited managdrmrocesses.

2. Motive generation and reactivation mechanisms.

3. ‘Mood’ changing mechanisms.

4. Meta-management mechanisms that help to control the resource-limiteggament
processes.

5. Aspects of a control hierarchy that accommodates both long term and short tergecha
¢ Producing ideas that can influence therapies, e.g. for problems involving contrce i@t

e Producing interactive demonstrations that might be used for teaching psycholdgisapjs$ts or
counsellors. (So far only very primitive implementations exist.)

NOTES:

1. We are particularly interested in ‘broad’ architectures, so itytiddey are very ‘shallow’.
Deepening can come later.

2. Often the process of working out an implementation reveals inadequaciesiieth)éong
before there’s arunning programto test! At presentthat’s the mostimportaofioiplementation.
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3. It's inevitably a multi-disciplinary exercise requiring contributionsrr philosophy,
psychology, psychiatry, neuroscience, biology, etc.

4. It's very difficult!
More information is available from our ftp site:
ftp://ftp.cs.bham.ac.uk/pub/groups/cogaffect

6.1 The Minder scenario

In order to focus our investigations and provide possibilities for useful implemtient with
restricted resources, we developed a specification for an extendableisaanahich to study
some of the processes that interested us (Beaudoin & Sloman 1993, Beaudoin 1994).

The scenario involves a simple 2-D nursery (or creche) which has a coltegitrobot ‘babies’
(minibots) that roam around in various interconnected rooms, anicder;* with a mobile camera
and a mobile hand or ‘claw’. The minder has to look after the babies, keeping themartafs
kinds of trouble and rescuing them when they get into trouble, until they develop to theyheaire
they can leave the nursery.

Types of problems the babies can encounter include the following:
(a) They can fall into ditches and die.
(b) Their batteries may run down, so that they need recharging, at a recharge point
(c) If the charge gets too low, they die.

(d) Overcrowding can cause some babies to turn into ‘thugs’, which then hemdericy to damage
other babies.

(e) Damaged babies need to be taken to the medical centre for repair.
(f) If the damage is too great the babies die.

The scenario can later be modified in many ways. The babies can eitheanoowve at random
or act on goals with some degree of intelligence, exactly what sort of intelkgeetermines the
niche for the minder. The scenario can either have a fixed set of babies,balkept alive till
they are ready to be discharged, or a steady stream of incoming babies, so thatdees task
is to maximise the rate at which mature surviving babies can be discharged. ifitlerrmight
be given an auditory sense as well as the camera, e.g. so that sounds of troublggeaisual
investigation. Predators could make the task harder, and so on.

Initially there was only one minder with a movable claw and a movable cawmign a restricted
view (e.g. limited to one room at a time). The minder had no other embodiment, sinceaqur
task was to design its mind, and that was a big enough task. The camera could doekrabm
at a time and be moved around, either at random, or by cycling around systergaticaihder
the control of an attentive process driven by current goals. Alternative ntomplex scenarios
are being investigated. We are also looking at even simpler agents in trexcohevolutionary
experiments, led by Riccardo Poli.

We chose a simple world, with as little complication in physics, percepti@tontontrol, as
possible, because that’s not what we are interested in. We are interesteanind, and the control
of the mind, and this environment was designed to give the mind some hard control problems

Later work could add a more complex body e.g. with auditory sensors, a more compbex sha

In previous papers, we referred to the minder as a ‘nursemaid’.
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more parts for manipulating things, richer visual processing, and so on. SintharB-D domain
could be expanded to a 3-D domain, but that would enormously complicate problems thaeat pre
are not our main focus of interest. When the time comes we would expect to havkatoocate
with a research group that has implemented a much richer 3-D world.

Another developmentis to have more than one minder, to introduce problems of comnamicati
and cooperation, both in planning and in acting. The babies could be given more intellageha
wider range of personalities, perhaps even allowing some of them to learlptwitiethe minding
(a possibility being investigated by my colleague Darryl Davis, who ch#ést ‘minibots’).

Even within a very simple 2-D world, the minding task can be made more or l#guitiin
various ways, e.g.

e changing the numbers of babies to be looked after,

e altering the relative speeds with which the babies can move and the nsirdelily parts can
move,

e more interestingly, altering the relative speeds with which processes mcthe environment and
‘mental’ processes of various kinds occur in the minder, e.g. analysing perceptuabepetating
new goals, evaluating the relative importance and urgency of goals, planning, etc.

The last is particularly important as one of our concerns is to see how requirenedaitied
to limited processing speeds for high level ‘management processes’ coristeadesign of an
architecture able to cope with asynchronous internal and external eventsfofSe@mple, Simon
1967, Sloman & Croucher 1981, Sloman 1987, Beaudoin 1994, Wright et al. to appear).

The minder has a collection of different sorts of internal processes, all going parallel.
Our specifications partly overlap the sorts of things described at the workshop\bg Bloffatt
and Bryan Loyall. The internal processes include things like:

e realizing that there is a need to consider some new goal

¢ deciding whether to consider a particular goal

e evaluating a goal in various ways, e.g. importance, urgency, cost, likelihoodcéssic
e deciding whether to adopt or to reject a goal

¢ deciding when to act on a goal: meta-planning

¢ decidinghowto achieve a goal: e.g. by planning, or selection of an existing plan

e detecting and resolving conflicts between goals and plans

e carrying out a plan and monitoring progress

Some of these tasks turned out to have unexpected complexities. Urgency, for example
out to include both ‘terminal urgency’ of a goal which is a measure of how much tireé isdfore
itis too late, and generalised urgency which is a function from length of delegdts and benefits.
E.g. generalised urgency may be cyclic: the benefits may go down then up accordimg taf
day, or the season (e.g. planting grain). (Beaudoin 1994).

It also turned out that there was no fixed sequence in which management tasks toelede
performed, so that a simple flow chart was not adequate. E.g. sometimes a gbal@aluated
and a decision made whether to adopt it prior to any planning, whereas in otheatkses partial
planning may be required to evaluate costs and benefits and potential side-dBeaudoin 1994
gives more details.)

These ‘management’ processes take time, and some of them take unpredictablgsaof
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time. Many of the problems would be simplified if the minder (or a person) could thittkk w
infinite speed. But our assumption is that in human-like agents there are reasopsosysing
resources, at least for a subset of the cognitive tasks, will be limited harehtount of parallelism
will be limited.

The limits to parallelism were first observed empirically and infdiynaLater we found a
number ofdesignfactors explaining why it is to be expected that the amount of concurrency in
management processes should be limited. The reasons are summarised in thexappendi

Our SIM_AGENT toolkit (Sloman & Poli 1996) was designed to support exploration of
interacting agents with rich internal architectures in which we couly valative processing
speeds between objects and agents and between components within an agent. Tmeakedkit
easy to change the speeds of sub-mechanisms within a simulation, both inside tlamdindhe
simulated environment.

One of our conjectures is that where some of the high level ‘management’ procsssbs (
as occur in humans, though not necessarily in microbes or ants or rats) arel limiteoth
speed and amount of parallelism, an extra level is required in the anthigeevhich provides
what we call ‘meta-management’ processes, recursively defined as ggeaelsose goals involve
management or meta-management tasks. Because the definition is recurdme’tiweed meta-
meta-management mechanisms etc.

For example, a meta-management process might detect that a planning prockssjisda
long that an urgent goal will not be achieved, and decide to switch the managemersspimce
carrying out a partial plan in the hope that the plan can be completed later. Amoitjirdetect
that the rate of occurrence of new problems is so high that switching between masradasks is
preventing any significant progress. This could lead to raising of an ‘intéttweshold for new
goals or other information. Hence the dynamic attention filter in the architeskatehed below.

7 Towards a broad architecture for human-like agents

Al researchers cannot work on everything at once. Many rightly choose to work cownand
deep mechanisms, e.g. concerned with vision, or planning, or learning, or language undagstandi
My main concern is how to put all those mechanisms together. So, like the OZ grQapreegie
Mellon University, | have chosen to concentrate on architectures thangiadly shallow but
broad, combining many sorts of functionality. Later research can graduallgase the depth,
which would simultaneously involve increasing the complexity of the environmexking the
added depth necessary. We can also later increase the breadth, e.g. adding otsrpathne
architecture corresponding to evolutionarily older parts of the human brain thahare with
many other animals, but which for now we are ignoring (e.g. the limbic system).

In any case, whether an architecture is a close model of any living organiaot,ats study
can contribute to the general exploration of niche space, design space and&tieinsaips.

It is not possible here to give a full account of our work. So I'll summarise some ahtie
assumptions regarding the sort of architecture we have been studying (though iaksraic also
under consideration).

15



7.1 Automatic processes and management processes

It seems clear that there are different routes through human brains from senstiestors, from

perception to action. Some of these routes seem to be shared with other amihealsas others
involve forms of cognition that may well be unique to humans, or at least restrict a small

subset of animals. The latter probably evolved much later.

Automatic, pre-attentive, processes

In particular, the older routes involve many automatic processes. Thaedgedhought of as
essentially being a large collection of condition-action systems which ateply implemented
in neural nets, permitting a lot of parallel propagation of activation through th&onks. The
processes are ‘automatic’ in the sense that as soon as the conditions for semeectr the
action (whether internal or external) is triggered.

Examples include low-level perceptual processing, posture control and many athesges
triggered by perception, including internal perception of things like temperahaeges, damage
to tissues, the need for food or liquid, and other body states. These pre-atf@oesses can
trigger other pre-attentive processes.

Some of them can generate output, both in the environment (e.g. reflex actionsd traine
responses) and also internally, e.g. controlling internal states, such astyemneew desires and
driving learning mechanisms.

Attentive management processes.

Other routes from perception to action, at least in humans, include processesehat
automatic in the following sense. When triggering conditions for an internal @rmeit action
occur the action does not automatically happen. Instead alternative posslalié considered
explicitly (e.g. doing A or not doing A, using this plan or using that plan) and then a choice
made between them. Sometimes very elaborate temporary structures (e.grossble plans)
have to be created and evaluated as part of this process. In additionrdybdoanplex sets
of previously stored information may need to be accessed and derivations coaagning old
and new information. In general these processes involve combinatorial sedtempts to find
combinations of ideas, or actions that will enable some problem to be solved oo taskcthieved.
Thus, there is not only selection between complete alternatives: mayméras of a solution may
require choices to be explicitly constructed and selections made.

The mechanisms forming the implementation for the attentive management ggscesy
themselves be automatic pre-attentive mechanisms. Something has to wwonkatically or
nothing could ever get started.

Besides the functional differences just described it is possible that manageroeesses and
automatic processes use different kinds of representations and different sorsrof mechanisms.
For example some neural nets provide mechanisms for mapping inputs in one space to outputs i
another space, where both spaces have fixed dimensionality and well definexs$.métrs could
be very useful in automatic processing, though not so useful in problems requiritigci@aovel
structures of varying complexity.

The distinction between management processes and automatic processesisdnadiedely
in Figure 2 (due partly to Luc Beaudoin and lan Wright). The distinction is negharp nor very
well defined yet. We cannot have good concepts and distinctions until we have a realthgond
In deep science, concepts and definitions come after theory. In shallowescigamften start
with operational definitions so that we can get on and measure things, insteatkafghivhich is
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TOWARDS AN ARCHITECTURE FOR MOTIVATED AGENTS
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Figure 2: Towards an Intelligent Agent Architecture
There are several layers of control, involving different routes throughthe system, from
perception to action. Some evolved very early and are shared with many ogén organisms.
Some are newer, and less common.

much harder. So in what follows | am using provisional terminology that is parbobéstrapping
process of theory building and concept formation.

It seems to be a feature of management processes in humans that they aree riasoteat,
unlike the automatic processes. It is as if the automatic processes haaopeted, dedicated,
portions of the brain and they can operate whenever they need to, whereas difiareagement
processes have to share and re-use relatively slow mechanisms, gartilism is restricted, as
explained in the appendix.

For example there are different kinds of mental tasks we can perform e.g. countingdelf,
reciting a poem to oneself, counting backwards from 10,000, singing a song silently ttf canate
so on. But we are not able to do several of them fluently in parallel, even thoughmaternate
between them, and even though there are some things we can do in parallel, e.g. haiappiag
our hands and talking.

Because both the amount of parallelism and speed of management processegeatedm
interrupt filtering mechanism may be required, to prevent disturbance when ttageraent current
task is both very important and very urgent, or likely to fail if temposadisrupted.

Although some new goals are automatically generated and automatically @ctedthe
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‘older’ part of the brain, concurrently with management processes, some tagkt@se requiring
planning or investigation) need to be handled by the management system. If theyrauegsuit
or important, this may require interrupting and suspending or aborting some othetyactivi

Since such interrupts are not always desirable, one way of limiting their paltelaimage is
to have an interrupt filtering mechanism with a dynamically varying threshbhis requires the
automatic mechanisms to assign some measure to new goals which will chetéinesir ability to
get through the filter. | have called this tiesistenceof a goal. Insistence is one among many
features of goals and other information structures controlling processing.

7.2 Processes involving motivators

There are many different sorts of processes involving motivators. Motwatre information
structures with the potential to initiate or modify internal or externalaandj either directly (in the
case of innate or learnt cognitive reflexes) or as a result of processes ofitexydiciation of the
motivator, acceptance of it, formation of a plan, and plan execution. The folipseem to be
among the internal behaviours concerned with motivators, which synthetic hunesagkts with
personalities will require.

¢ Motivator generation and (re-)activation and setting ‘insistenceéfrapt capability).
e Mechanisms to suppress or ‘filter’ motivators, to protect resourceduimtanagement processes.
e Management of motivators can include the following.

e Assessing motivators. e.g. importance, likelihood of satisfaction, cositisfac-
tion, urgency.

e Deciding: whether to adopt the motivator, i.e. form an intention.

e Scheduling: when or under which conditions to execute a motivator.

e Expansion: deciding how to execute a motivator (planning).

e Predicting effects. This can occur as part of evaluation or planning or other
processes.

¢ Assigning an ‘intensity’ measure. This is not the same as insistence: itno#ge
the ability of the motivator to maintain control once it has gained control.

¢ Detecting conflicts between motivators.

e Detecting mutual support between motivators.

e Setting thresholds for the management interrupt filter.

e Termination of motivators. E.g explicit termination on satisfaction, olagec

¢ Detecting the relevance of new events to existing motivators.

e Meta-management: l.e. processes that (recursively) control managemernaemarggement
processes (e.g. deciding which to do when).

e Execution of plans, with or without high level management.

e Learning: improving or extending performance, improving methods for assigning imsgstior
assessing urgency or importance, for choosing in cases of conflict, etc.

¢ Extending the architecture: developing new abilities, or new ‘cognitive refiexe

¢ Global switches or modulators: e.g. mood changes, arousal changes, e.g. becomingioptimist
and bold, or turning pessimistic and cautious.
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7.3 Representing motivator structure

In order to be able to engage with all these different kinds of processes, maivesed a rich
structure. They often include the following components, though they may have othdicspec
features also. Some of these will vary over time, whereas others definethator and are fixed.
(1) Semantic content: for example a proposition, P, denoting a possible state &, affach may
be true or false

(2) A motivational attitude to P, e.g. ‘make true’, ‘keep true’, ‘makiség etc.

(3) A rationale, if the motivator arose from explicit reasoning.

(4) An indication of the current belief about P’s status, e.g. true, false,yngae, probable,
unlikely etc.

(5) An ‘importance value’ (e.g. ‘neutral’, ‘low’, ‘medium’, ‘high’, ‘unknown’)importance may
be intrinsic, or based on assessment of consequences of (doing and not doing).

(6) An ‘urgency descriptor’ (possibly a time/cost function).

(7) A heuristically computed ‘insistence value’, determining interrupt bapi@s. Should corre-
spond loosely to estimated importance and urgency. This is used only foriatjrattention.

(8) Intensity — determines whether a motivator that has already been attentedught about,
acted on) will continue to be favoured over others that may be considered. Thssgptvators a
kind of momentum.

(9) Possibly a plan or set of plans for achieving the motivator.

(10) Commitment status (e.g. ‘adopted’, ‘rejected’, ‘undecided’)

(11) Dynamic state (e.g. ‘being considered’, ‘consideration deferred tithegring completion’,
etc.)

(12) Managementinformation, e.g. the state of current relevant management ancharetgement
processes.

In most animals, as in current robots and software agents, motivators probably mauch
simpler structure. We need to explore the possibilities for a variety ofdifft types of motivator
structure. These will require differences in motive generation, in managgpnocesses, in meta-
management processes and in execution processes.

There may be individual differences among humans too.

Exploring ‘design space’ will help to show what is possible.

8 Deepening the design: visual perception

Figure 2 is in some ways misleading as it suggests that components of the anchitemte a
simple structure. In particular, boxes concerned with perception need & bbefe complex than
the figure indicates. Attempts over many years to model visual perceptiorshggested that at
least for a human-like visual system something with the sort of complexity itedida Figure 3
may be required.

For example, perception is not just a matter of recognizing patterns in the seanpaoty
Different levels of analysis are required. In the case of speech thisrysol®ious: besides
the acoustic signal there are levels of interpretation concerned with ph&nsted recognition,
syntax, semantics and what the speaker intends to achieve (sometimegratienatics’).
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Partial view of a visual architecture
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Figure 3: Sketch of a visual sub-architecture

In the case of vision there is often, though not always, a requirement to go far beydxdthe
structure of the retinal image or the optic array and find the 3-D structure of th@ement (Marr
1982) and many non-spatial properties and relations of objects including their calasalns and
potential for change, what J J Gibson referred to as ‘affordances’ (Sloman 1P&9%xample, |
need to be able to see not only that a surface is flat and horizontal, but alscahadit on it and it
will support me and | need to see a cliff as potentially dangerous.

Besides the internal complexity and variety of tasks in visual processinganens, they
also have many links to other sources of information besides the visual imagassfance visual
processing can be influenced both by input via other current sensors (what is heard od}anche
also by general knowledge about the type of thing being seen. Moreover, instead of hayiogenl
form of output, descriptions of spatial structure and motion, as Marr suggests, msabbhnisms
may also have many outputs of different sorts to other sub-mechanisms, includingepmmntrol
and some motive generators. Some of the cross links merely transmit contrdssiyhareas
others transmit information about contents of intermediate databases, or abautitbaraent.

Vision is a primary example of the claim that there are myriad routes througbytsiem,
including many routes through the automatic processing mechanisms serving mizmgndlif
purposes, including controlling breathing, heart rate, posture, sexual arousaljsvaorts of
attraction or disgust, and no doubt many things we don’t yet know about.

Visual input is only one modulator of posture. Some aspects will be partly a result otphysi
structure, e.g. congenital deformities, or a person’s height relative to most dgemv other
individuals. Other aspects could be due to early childhood experiences, e.g. havingla bruta
easily provoked, parent might lead to the development of a very retiring afidedtif posture.
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Control states in an intelligent agent
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Figure 4: Control states of various kinds: see text.

Visual processing that triggered reminders of unpleasant interactions couldheélpesture, e.g.
producing a tendency to cower, in parallel with more common posture control signals

Much of the detail concerning what sort of processing occurs and which cross links occur
will be very dependent on individual experience, and will form part of a unique persanAlity

architect will see a building differently from its occupants. Perceptiospiders affects different
personalities in different ways.

So personality is not just a feature of some high level control mechanism, budtigkdied
throughout the whole system. Moreover, there igmiething that is distributed - personality is

multi-faceted as well as distributed. That is one of the reasons why itharsbto change: there is
so much to change.

9 Control states in an intelligent agent

| have tried to indicate this in Figure 4, which is an impressionistic diagrgended to suggest
dynamic aspects of the human-like architecture, namely existence of diffevets of control,
with varying types of influence, different life-spans and different degreessaf eachange.

The dark circles represent an event stream, whereas the unfilledcrpieesent control states,
some long term, some short term, some specific and goal-directed (suchras)jlegsime more
global (such as moods). Some of the events are physical, e.g. being struck by adppieg
others mental, e.g. being struck by a thought. Control states are subject to sonrecasltieat are
bottom-up (event driven) and others that are more top down, e.g. the influence of a Istiger la
or more general control state, including aspects of personality.
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A very sudden and intense pain in the hand may produce very specific and short term
manifestations, e.g. movement away from the source of the pain. Howevay drg lasting
intense pain might cause all sorts of complex processes, including going to a kspgcelist,
taking drugs, reading about neuroses, etc. (Are such differences in effects gudajusimilar
mental states also found in other animals?)

Some of the mental events and enduring states have semantic content (e.g.satlgsdes)
while some (e.g. moods, states of arousal) merely modulate processing locglbbatly, e.qg.
speed, risk-taking, alertness, amount of deliberation prior to action. The mastulaty be
quantitative (e.g. speeding up, slowing down) or structural (e.g. switching fromtaategy or
language to another).

Arrows represent causes of differing strengths and differing time-scateme deterministic
some probabilistic. Various routes through the system are causal influences linkimtg end
enduring but modifiable states.

The distinction between automatic and attentive processes can be matieatlalin this
diagram.

Unfilled circles at lower levels in the diagram are supposed to represgitol states that
influence events fairly directly, and which are typically also readigrgeable from one moment
to another, e.g. how thirsty one is, or whether somebody has annoyed one so much that one just
wants to walk away.

Higher up the system are things which are more indirect in their influences amdagable
of having a broader range of influences, for instance tastes in food or music, or paliticeales.
These can influence events only indirectly, via changes to dispositions lowerttievaystem -
e.g. creation of new motivators.

A control state igdispositionalinsofar as it can exist without producing any actual change in
the event stream, until the conditions are right for it to do so. (This was one of timethsames
of Ryle 1949). For example, the brittleness of glass is capable of determining hosaksyibut
can persist for a long time without producing any particular manifestation, thetijlass is struck
hard. Similarly many dormant mental states produce no effects until the camslare right.

Some of the ‘higher level’ states also have a very general range of potentiehoés, whereas
others are more specific. For example, a state of nervousness that controlsrem¢ posture is
very specific. By contrast, my preference for old-fashioned movies as opposed bnes will not
directly influence specific items of behaviour. It might sometimes get me to ladsa¢h to go and
see some movie | have heard about. At other times, it might make me look cissynething,
e.g. a poster advertising a film show. At some other time, it may make mealiti@ry to read a
book.

High level control states can evolve. For instance tastes in films magfafeover time. These
changes need not be manifest. A high level dispositional mental state S may bed:hasgeh
a way that if some new information comes up later S will produce behaviour diffeentwhat
it would have produced if it hadn’t been influenced earlier. yet the change need ndtyaotua
manifested for a long time, if ever.

The fact that some dispositions are never manifested, because theiriagto@tditions do
not occur, or because other things suppress their influences does not mean that they do. not exist
They are merely dormant.

Moreover, internal influences, when they do occur, need not lead to external Bgle with
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a lot of self-control often have states that do not manifest themselvesabkyewhereas others
reveal nearly everything. This is another aspect of personality: how much andgerhat control
exists over expression of current thoughts, desires, feelings, etc. Thisw@aranportant effect
on social relations, via complex social feedback loops.

These differences between different levels in the control hierarchy do n@spand in any
direct way to the difference between management processes and automatgspsodepicted in
Figure 2. Differences in level of the sort discussed in this section camr atboth the management
processes and the automatic processes. Understanding these issues requives éxploration
of design space and types of control architectures.

10 Problems in defining ‘emotion’

One manifestation of personality is the variety of emotional states an chdilis capable of.
However, discussion of that is bedevilled by the fact that the word ‘emotion’sbhek a wide
variety of uses. There seem to be as many different definitions of ‘emotichieas are people
claiming to be studying emotions.

At one extreme are people who write as if every motive is an emotion, i isgong motive.
For instance, for such a person a strong desire for promotion would be an emotiorall idac
motive.

Another kind of extreme view defines ‘emotion’ in terms of particular mechanisntbeof
brain, e.g. the limbic system. This focuses attention on a concept of emotion thapoly both
to humans and many other animals with whom we share an ancient evolutionary.histor

Others define ‘emotion’ in terms of external behavioural manifestations, e.g. hertte
corners of the mouth go up or down, whether tears come out of the eyes, whether an eggressi
cowering posture is produced, and so on.

Some define it in terms of the things which are at the boundary between internal anthéxt
processes, e.g. muscular tension, proprioceptive sensory information, galvaniesgonse, and
so on.

In my own work, | have concentrated mainly on a subclass of emotional stateg#m to be
common in humans but may not occur in all other animals. These are states thigtideelve
high level cognitive processes and which are often socially important, fongbeagrief, anger,
excited anticipation, dismay, pride in achievement: the kinds of emotions that @ognovelists
write about.

These are all states in which there is a partial loss of control of high tegglitive processes.
These are clearly included in common non-technical uses of the word ‘emotionto lavoid
confusion with other technical definitions our project often uses the word ‘perturbiEnizdel
such phenomena. The word is intended to resonate with the concepts of ‘perturbation’ and
‘disturbance’.

10.1 An example of perturbant emotional states

| once heard a woman interviewed on the radio who was talking about her griefeéteage son
who had been killed in a road accident a year before.

She did not talk about the state of her limbic system, nor about whether her musade s
or not, nor her facial expressions, or her posture, nor whether she was sweating or noshé/ha
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talked about was her state of mind.

One of the themes that kept coming up was the extent to which she was unable to cantrol he
own mental processes. She was constantly drawn back to thinking about this bbutiyndat he
would have been doing now, about whether she could have prevented the accident, about whethe
to keep hisroom as it was when he died, as opposed to letting one of the other chithemrand
use it. Her inability to control what she was thinking about meant that she could nottpatian
to normal tasks and carry them out properly.

She found this inability to get on with her life very debilitating. 1t made heserable, and
it affected other people also. She could not do most of the other things she was supposed to do,
including looking after her children. And that made her very depressed.

She was grieving, and she was depressed, and she felt guilty about her inability tancbpe
she desperately wished her own life could end somehow, though she did not wiké itchierself.
So she had several emotions piling up on top of one another.

The possibility of several different sorts of mental states occurring samebusly, is one of the
kinds of consequences of the type of architecture | have been talking about, whereasesmes t
of emotions claim that only one can occur at a time. The links between the ataretand states
like grieving is discussed more fully in (Wright et al. 1966).

Grieving is not the only case. | suspect most people have experienced suchFtatestance,
a person who has been humiliated by someone else, or who made a fool of himself impayplic
remain concerned about it for some time after, not in the sense that they singblyt had not
happened (which seems to be Frijda’s sense of ‘concern’ in Frijda 1986), butronget sense:
it holds their attention. They can’t put it out of their mind. They are drawn back tvén when
they don’t wish to be.

Anger is another common example. Consider someone who has done something that you did
not like. It stopped you in achieving your goal. You may wish he hadn’t done it. You maytwish
do something in return to stop him doing it to you again. However, merely dgsevenge is not
yet the sort of perturbant state | am talking about, though it is an aspect of angedifiomyou
may find that you are partly out of control. The desire to get your own back is somethirgapiu
put out of your mind. It continually tends to draw your attention away from other things. Hawev
that is a dispositional state, and like other dispositions it may temporarignaenped by more
powerful influences, e.g. seeing a child in sudden danger.

| suspect that such states cannot occur in most other animals. Although they mayh&ha
states and processes that occur within what | have called the ‘automaticfghe architecture,
they do not have the sort of architecture that makes it possible for them soraédifpe in control
of their thought processes and sometimes not. A rat may sometimes be terufiednbit lose
control of thought processes if never has control?

10.2 Why do perturbant states occur?

The possibility of perturbant states is inherent in the sort of architectured begn discussing,
though not because the architecture evolved in order to produce perturbant statdarlySihe
possibility of thrashing is inherent in many multi-processing computer opersyistgms, but not
because that is something intended by the designers. The possitngrges$rom other functional
aspects of the design.

In this case we have management mechanisms whose parallelism is lanitechnsequently
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they need to be protected by some kind of filtering mechanism. I've suggestegtthatotivators

(and other information items) may be assigned a level of insistence whigimtdees their ability to

get through the filter and interrupt management processes. Because the insestelisassigned

by automaticprocesses it may not be possible to prevent a high level of insistence being dssigne
to goals that have already been rejected, or which conflict with some higlolgjeetives.

When attention is frequently interrupted and held by items that have beenedsa high
insistence level which igconsistentwith goals or strategies selected by the meta-management
processes, then the agent has pdadg controlof his or her thought processes.

A full account of such perturbant states would show how they are dispositionas $iaie
can persist even though temporarily dormant because other more insistent andarepéable
thoughts and goals grab and hold attention (Sloman 1987, Wright et al. 1996).

11 Conclusion

This exploration of niche space and design space and their relationships is disuifilinary affair,
and includes not only: exploration of various architectures, mechanisms, formsalisference
systems, and the like (aspects of natural and artificial designs), bubalsttempt to characterize
various kinds of behavioural capabilities and the environments in which they aragaggor
possible.

| do not believe we can understand human personality except in the context of a study of
possible designs for human-like agents in human-like niches. This study is alsequisée for
constructing synthetic agents with aspects of human personality, attitudesesrand motivation
in synthetic agents. In this and other papers | have tried to show how sucleteatay be explained
on the basis of an underlying information processing architecture and its degigreraents.

The implications of such a study are profound: e.g.

e for engineering,

e for biology,

e for psychology,

e for philosophy,

and

e for our view of how we fit into the scheme of things.
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APPENDIX: Discussion

What follows is an edited transcript of the discussion leading on from the talk. Someoptrées

tape were very unclear and some of my editing may be wishful thinking. The transcript has not
been checked with other participants, and as | do not have access to the original audio tages | m
have taken some wrong decisions regarding ambiguous or incomplete portions of the transcript.
I have moved some portions of the discussion back into the main paper, where they sesnhed
relevant.

A.1 Metric for success of the design

BLW: What's the metric of success for the design of the minder?

Sloman: At the moment, we don’t have any well-defined notion of success for our experiments,
but you could easily use a measure of how many babies the minder manages taveepeasla
period of time.

For the existing simple implementation, we can vary the relative speeds nfdvements of
the babies (b) movement of the minder’s hand, and (c) internal processing in the.nWedthen
find that, for instance, for some settings, it's impossible to keep even thanetwo babies alive,
and for other settings more babies can be kept out of trouble, though that depends on the initial
geographical distribution of the babies and their behaviour, which has random elements.

Another sort of evaluation, which would be appropriate when we have a full impletienta
including the meta-management processes, would be to see what happens when extenaik
events generate new goals faster than they can be handled by the managemeréqracdsben
see whether introduction of meta-management processes improves succsssirag khe babies
alive.

A.2 Physical and other resource limits

Several points of clarification emerged regarding the claim that managgmecdsses were
resource limited.

BLW: ... contrast with automatic processes that you could do, many of them at one time?

Sloman: That'’s the point. There’s, as far as | know, no particular reason why pasatiehould
be limited in the pre-attentive parts of the architecture. Whereas phyisiits, such as having
only two hands .....

BLW: That's right. That's right. That's all | was getting at. There are physiesburce limitations.

Sloman: Yes. On the other hand, for a distributed robot, even that might not be the case. You
might have a robot with many hands, like an octopus, doing many things at once, which would
have fewer physical limits to parallelism than we have.

But | am not talking only about physical resource limits. | am talking about linaitegtiof
information processing resources.
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An interesting question is whether it is just a fact of how we evolved thdtave these resource
limits, or whether there are good design reasons for this. (That's always a godibguesask
whenever you discover a fact about human psychology.)

In this case, | think there are good design reasons for limits to parallelism

One of them has to do with the fact that if you want to learn from what you do, you haat bett
not do too many things at once, or you will have to solve a complex credit assignmergmryobl
i.e. deciding which combination of what you did was responsible for the good or bad things that
happened unexpectedly. The number of possible combinations is an exponential function of the
number actions, and can therefore rapidly become intractable, especiallg effiects can be
delayed.

Another type of limit may arise from the need for a long-term memory store, whicbntent-
addressable and makes use of a highly parallel associative engine, but can gmgrene
guestion at a time to answer.

Another type of limit may be concerned with the requirements for building tempetargtures
of unbounded complexity, during planning and problem solving.

Another may be due to the need to have a single coordinated process at the ‘topdevel’
reduce the risk of independent sub-processes taking mutually inconsistent decikiores($978,
chapters 6 and 10).

There may be other reasons, design reasons not accidents of history, why sophistiatits
are limited in the number of ‘management’ tasks that they can do simultaneously

The more automatic processes are not limited in their parallelism betaegelon’t access
common information stores, and they don’'t do sophisticated learning, and they doa'tdav
build temporary structures of unknown complexity in re-usable workspaces. eNtbt | am not
saying that automatic processes never build complex structures: visuahgoddége understanding
processes almost certainly do. It may be that one effect of certain formesmhyg is the allocation
of dedicated portions of the automatic mechanisms to tasks which thereafteurcan parallel
with higher level processes. Learning to sight-read music is a speatasalaple.

When the circumstances are appropriate, the automatic, mechanisms just\gith omeir
tasks, with minimal mutual interference.

The meta-management processes, that | mentioned earlier, have to doorkthgrout what
to do next within this resource limited system. And one difference betwetsreatit architectures
might be whether meta-management is present or not.

If we had good ways to study mental architectures, we might find out which organisamido
which do not have architectures of the types discussed here. | suspect we wilkimydorganisms
that share with us only what | have called the automatic processes. But mgsisi is that very
few species also include the attentive management processes and theanatgement processes
for controlling them.

Perhaps even birds that perform complex nest-building tasks have only autoneat@a-m
nisms that respond to triggers and produce stereotyped responses, unlike a human hderse bui
who sometimes explicitly considers alternative structures, alteenatiaterials, and alternative
construction sequences before acting.

Perhaps only a few other species, e.g. bonobos, chimps and nothing else, have such meta
management processes. Perhaps only humans have them.
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So, this whole approach defines a research programme for biologists.

A.3 How is filtering implemented

BLW: Can you say a little bit more about internal perception and internal action, or —
Sloman: Preferably not right now. Ok? Because there is just too much.

By the way, David Moffatt mentioned the filtering mechanism, which his systeesn’t need,
though I have claimed it is needed because some new goals need to be able to imanagement
processing whereas others should not.

Now, | have a totally open mind as to how that’'s implemented. It might be imgiéad by
neural nets, which don’t have an explicit filter, but just allow certain subntalégcome active
under some conditions and not under others, because of the operation of excitative and ynhibitor
links.

Alternatively there might be a separate mechanism with an explicitlibtéset by higher
level processes.

The important point is not how it's implemented, but the sort of function that is neelehw
the total architecture.

BLW: Canyoutry .... to explain the requirements for the nursemaid project, chazatwehat as
some kind niche that will then require certain kinds of design to give us a sense tyethare
doing.

Sloman: At the moment, the niche for the minder is rather simple. But it has a number ofdégatur
which were chosen to drive the research.

One is that the world has a number of different things happening independently, which are
capable at any time of generating new goals. So it’s not like a system where yewahaser’
giving a command, and the system makes or selects a plan and after completnged back
for the next command, like a simple computer interface. The minder, like a typindowing
interface, must have asynchronous perceptual monitoring of the environment, congusigmt!
everything else that’s going on inside it, e.g. planning, problem solving, etc. So,dhatsample
of a requirement that forms part of the niche.

Another requirement is that the speed at which things happen in the environment should be
such as to make these internal resource limits significant, so as to shibw oped for an internal
architecture that gets round the problem of the resource limits.

What that means is that you can’t have a system which deals with each new goahbgliately
investigating fully what its potential consequences are and what the costsrafdsef achieving
it are, and deciding whether to adopt it, and if so when and how it could be achaedp on.

That is not possible because such processes could interfere with other impamtaamtt c
planning or deliberation processes. This would not be a problem if management mechanism
supported unlimited parallelism or had no speed limitations, or if things happerstavgly in the
environment that all internal processes could run to completion in any ordeowtibpportunities
being missed.

Another requirement was that the environment should be unpredictable. That meahe that t
system cannot decide in advance when to interrogate the environment and buitddlitst plans.
That is why asynchronous concurrent perceptual processes are needed.

Gap in transcript due to tape change.
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In a slightly more sophisticated simulated world, the minder might be awatesdinaething
over there is crying for help, but it does not know what or why, or where exactly. Sonthas
a further task, which is deciding whether to go and find out exactly what the probleifhis
contrasts with the simplest version where the minder always knows exalctlythe problem is,
and its management task is deciding whether to act on this problem or another problew, to
achieve particular goals, e.g. helping a baby with low charge recover by takimghie recharge
point, or picking up and moving a baby that has got too close to a ditch.

The current domain gives the minder a small collection of requirements toibBexhtsubject
to trying to keep as many babies out of trouble as possible. Those requirementlyainake our
design problem non-trivial, but we can go on adding more requirements. For instarcmmilde
add the requirement to be able to cooperate with another minder, in order to be abl¢hings
sensibly. Forinstance, if there are two minders and two babies are in troublainders shouldn’t
each go to the baby nearest to the other minder.

A.4 Comparison with real-time scheduling systems

??: ...(??)...that’s the kind of problem that’s solved better by a computer dedicateigprdal-time
scheduling, and not by person.

So, what is it about this problem of trying to schedule these different tasks, S@pesrticular
to humans?

Sloman: If you have a computer of infinite speed, there will be infinitely many differenighss
that will all be functionally equivalent. Ok?

?7?: Ok, you have some optimal conditions of performing these various tasks?

Sloman: | am not defining a notion of optimality. | am assuming that there is going to be arcerta
minimal architectural structure, because | think that's how we (humans) digshl then try to see
how to make that work.

But | am perfectly open to someone else deciding to explore different sortsuwhptien from
the sort we are talking about, or even running genetic algorithms to see what wolud eaturally
in a whole variety of situations. Maybe we will find a collection of differesiugions, or solutions
which work in different ways.

One of the things about the mapping between niche space and design space, which was on
the slide is that there are different styles of arrows, because theraisimiple notion of a design
fitting or not fitting a niche. There may be different ways of fitting and many tftie

You may have something that works very well under normal circumstances, buippestha
slight change of circumstances makes it go wrong, and other designs which don’t woel as w
normal conditions, but work better in abnormal conditions. Similarly one design mbhgtber as
regards speed or precision, and another may be less costly in fuel, or edsiédto

So, there is a whole variety of different kinds of issues. And | suspect we don’t yetsiade
what all those issues are. So, we have to explore that. That’s a partialrailesyair question
about alternative solutions.

A.5 Predictability and ‘cognitive friendliness’
BP: Did I understand you right that you said the environment should be unpredictable?
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Sloman: Not that itshould be It is. And we want to try to understand what the implications of
being able to deal with an unpredictable environment are.

BP: Are you saying this environment (i.e. the minder scenario) is unpredictable?
Sloman: Yes. The minder does not know what each baby is going to do.
BP: Yes. But you have a lot of these constraints. You know that they won't be in that other room

Sloman: It's partly predictable. Yes. Every environment is partly predictabtefalct, | believe
that is in part a result of co-evolution between us and our environment.

BP: | think that this is what makes you able to live at all, these persistentire=a of the
environment.(??)

Sloman: Yes. | have a concept of the cognitive friendliness of the environment. There feredtf
dimensions of cognitive friendliness.

Some of them have to do with the availability of detailed information. So,xXan®le, if we
didn’t have all this electromagnetic radiation bouncing off the surfaces of thingsdetéctors in
our retinas which are very well tuned to those frequencies, the environment wewognitively
less friendly to us than it is.

Another type of cognitive friendliness concerns the amount of information and the congplexit
of processing required to discriminate objects, and whether the physicalusésicif objects that
are importantly different in their behaviour are hard to differentiate. Retance, suppose some
trees produced edible fruit and others produced poisonous fruit and the only way to teh| wes
which was to count the leaves on the whole tree to find whether the number was odd.of kae
would be cognitively unfriendly.

But by and large, things evolve so that this sort of case does not occur. So, yes, yigitare r
our environment not totally unpredictable.

A.6 How many levels of management

BLW: (transcript unclear) raised a question about the meta-management procésgetkebeed
recursively, and how many levels of management might be required.

Sloman: In practice, the recursion probably runs out after two or three steps.

BLW: Yes. So one got this feeling that you have, that that is sufficient independent of the niche
characteristics. Is that because you have performed an exploration of alandper of what niche
spaces might be? Or just sort of a priori —

Sloman: It seems to me to be an empirical fact that we have something like thésmanagement
ability. Up to a point it works. However, | would not say issifficienin any general sense, because
it doesn’t solve all the problems.

BLW: So, you think that the niches that people actually encounter seem to motivatehfesse t
levels and nothing more. But an exploration of more different niches might leadditianal
aspects of architecture.

Sloman: It might. But some of those additional aspects could require more concurrency at
management levels, which | have claimed we don’t have, for reasons explaewousty.

Thus limits to concurrency could rule out coexisting processes involving managemetat
management, meta-meta-management, etc.

But of course, if you build a robot system, you might be free to put together whatever
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mechanisms you like, and you might find a totally different architecture, whahinstance,
was much better than the sort of mechanism | have discussed. The control sygi@edréor a
complex automated factory might be an example of a different sort of archigectur

So, | regard it as an open question, whether certain niches which are in soedikeaours,
but in some ways different, would require very different architectures. ragbe even for niches
like ours, there may be different successful solutions — different sorts of mind.

A.7 Why filtering is needed

?7?. So, the meta-management was supposed to identify processes that are ideithifemhtrol,
self-control.

Sloman: Processes that control management or meta-management.
?7?:. So, this is your explanation for human emotion being —
Sloman: Oh, | haven't said anything about how meta-management relates to emotions.

| previously talked about the grieving mother, not being able totally to control her thought
processes. And, that's linked to the fact that we need the attention ditteomething equivalent
to a filter, which means that not every npatentialuser of high-level resources will automatically
get those resources.

We can imagine designs which once they have started to attend to a problemeardinerted
from it until that problem has been solved. But such single-mindedness could bealisassttases
where something more important and more urgent turn up. So new motivators should be able t
capture attention and re-direct management processes sometimes.

However, we can'tjust let every new motive have that effect, bechesaanagement processes
have limited parallelism and some tasks are urgent and important and tetrreguiring full
attention to all details. |1 don’t want the brain surgeon who is operating on my twéie distracted
by every sound or thought about whether to have a holiday in Spain. Similarly if someone is
giving you intricate instructions on how to defuse a deadly bomb, you had better listes tame,
because you might miss some crucial information otherwise.

So, we want to allow the possibility of interruption of high-level management pe&se but
we also sometimes want to prevent that. And that's where this notion of dyngmiaaable
filtering mechanism comes from.

Exactly how it varies is an open question. | originally started with the tHaathat a simple
one-dimensional threshold might be enough, but Luc Beaudoin, in his PhD thesis suggested that
instead of a simple numerical filter something more qualitative would be esjuso that, for
example, the whimpering of a baby, however quiet, could divert attention evemnvbheh louder
noises from the kitchen could not. The type and level of threshold would then be detdrmine
by meta-management processes that determine whether the current managsksestidald be
easily interruptable.

A.8 Insistence levels are unreliable

The automatic processes that generate new potential distractors and assignées/alues to them
cannot themselves be fully intelligent, because they would themselves thealhtee resources
that the filter mechanism must protect from disruption. So the insistence assignmachanisms
must use ‘quick and dirty’ heuristics which give an approximate estimate of tsupo and urgency,
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perhaps based on previously learnt patterns. So they will sometimes get thimgg, &wHowing
dysfunctional types of interrupts to occur.

How insistence assignments occur and what sorts of filter thresholds are setanpus kinds
of circumstances will be yet another way in which personalities can vary.

It seems that many — not all — but many of the things that we call human emottates are
cases where something continues to grab attention, whether you want it to or ngtsdwogtimes
you don’t mind because there is a kind of pleasure in being partly out of control. E.g. swseti
being passionate thought to be a good thing. Or people put themselves on roller-codstess, w
they get into a situation where they are partly out of control, and they do ilyfr8d¢iere are all
kinds of strange things people like to do to themselves.

So, | am claiming that the aspect of emotional states which | call perturpargeh has
to do with management processes being partly out of control, can occur only in thetcohte
an architecture with sufficient richness to support the possibility of managgmecesses being
controlled, so that on some occasions that control can be lost. That seems te rmgté-
management processes that can monitor, and evaluate and control managemesgqroces

And | don’t believe our architecture is the only one or the right one, though it does seem to
make sense of such processes. There may be other architectures which coslcedagjpod a job,
or a better one.

A.9 Could current network server architectures suffice?

?7?. I have a comment, and I think it's worth looking at it just a second:

If you go back to the babies problem, | am pretty convinced after that comment that you
could probably formulate that as a network server model for real-time systéheye’s nothing
in that that’s particularly unusual: you have got resource limitations, you havegofigurable
networks. You might have a very complicated system, but you are basicalipgeustomers.

And if you allow this system to run in an experimental situation for some pesioiime,
you can probably collect enough statistics to define your heuristics or optimizatioy@,r local
optimizations, that will give you a static state behaviour. Well, if you don't hstetic state
behaviours, then you either have a situation where everyone is happy, or where sosrfeamii
or desperate, if you want an emotional content. But there’s not anything in your exaimigle w
find to violate the kinds of formal models that people already use for those kinds of @itsiatn
other words, | am not convinced that this has to be approached as an Al problem, first.

Sloman: Well, there are networks where there is a lot of distributed control about routiegaré/
not talking about that. We are talking about something like, say, a file-s&riieh is serving lots
of different computers.

So, the next question is, how many different sources of motivation does your netwaoek se
have.

?7?. Well, all those things that can request output, each of which is like a baby.

Sloman: Right. So, we have a class of requests for some services, which can aymaheonously
and have varying importance and urgency.

??: Yes, it may have finite buffers, which, if they overflow, it's equivalemtieath or injury.
??: 1think maybe there is a better problem domain which would express your ideas bettarsbe
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Sloman: There may be millions of analogous problem domains. But the question | was going to
ask was, where does the need to plan come into the network server?

??: It depends on whether you believe the problem has a solution, in which case you tryotorperf
an optimization, or whether you simply do the best you can. It seems to me thattlegrest
numerical algorithms, or statistical algorithms, to maximize theiliad of successful operation.

Sloman: What | am claiming is that a human being, in this situation, will find things difficshd
that’s partly what | want to explain.

| am not trying to find an optimal engineering solution to the problem. If | were | wield
looking for a different sort of architecture with different sorts of mechanisms

BLW: Right. You wouldn’t consider an architecture with a planner, and then a planner and a
meta-management.

You would collect statistics, trying out a few ways of doing the plans, figure out thie bes
strategy, on the basis of the distribution of baby arrival times, and disiib of baby death times.

Sloman: Yes, and in fact, a real nursemaid might actually eventually learn srtieat, and use
that to control fast heuristics for deciding what to do. Learning of that kind is #ungethat we
eventually need to build into our system.

Such mechanisms, designed by evolution and tuned by adaptive processes in indivaludls
play an important role in the automatic processes that we share with othexlanBut they are not
flexible enough when you need to deal with circumstances that can change too muatigocal
adaptive processes to cope, e.g. because you need to be able to construct new péacsnpkex
inferences, form complex new systems of concepts.

The niche to which a human architecture is fitted is far more complex than @atyptwork
server’s niche, at present anyway.

BLW: Butis it so complicated that you need this kind of system. Or is there a point ahwbLu
can just have this kind of scheduling system, which is optimized under these conduidims.

Sloman: No matter what the external problem is, there will always be an archieettat solves
this problem quite differently from the way we do, by having very much faster psooggternally,
and different kinds of memory, or whatever. So, to that extent, | am not claimingeness.

?7?. Yes, | meant, the distinction is not to solve the nurse-maid problem, tecedfeabptimal nurse-
maid. The goal is not to make that particular nurse-maid work well, but tcerttad nurse-maid
that’s .... (tape not clear)

Sloman: And if it turns out to be too easy to do it in the nursery domain, | have indicate thibit
are lots of ways of making the environment more complicated, and more like reahHiiema

However, | regard as obviously false the claim, fashionable in some gsiatiat human-like
intelligent agents never have to do any explicit plan construction and problenmggdvior to
performing actions. For example before coming to this workshop | had to exploreatlter dates
and modes of travel and create a plan, including deciding whether to go to the diyptoain,
coach or car. That took time and interfered with other activities, sugteaming lectures, etc.

So the kind of niche that defines our research probluiresthe minder to be able to perform
planning tasks that take time, even if a competent engineer could find a solutiimsfeimple
domain that made use of pre-stored plans and condition-action rules.
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A.10 How should an artificial domain be evaluated for realisn?

BLW: Well. You will have to be able to evaluate whether this is or isn't compar&blamans.
You need some kind of metric given this artificial world, saying what is or js@tnparable, and
saying what a human would do under these circumstances.

And given it's not an optimization problem, where you can say you have or haven’t got an
optimal solution, what sort of things are you using to develop intuitions for saying whittber
decisions you have made are the ones that a person would make?

Sloman: | don’t have any direct answer to that. First of all, there is no such thirlgesdecision a
person will make, because people are all different. So, there might bestzsdecisions, and we
might have to find a framework within which one —

BLW: But you have to be able to say that this time, it didn’t make the right decision ....sagnd
something is missing from the architecture.

Sloman: Yes, and you might say that the reason it did not make the right decision is theasame
the reason why a human being in the same situation might not make the right decision.

So, it made a ‘right’ decision in terms of the time pressure.
BLW: Allowing for that, you have to be able to characterize what's happening.

Sloman: Sorry, | started by making the negative point about the difficulty of making the cosqpari
with humans, which | shouldn’t have done. It’s a distraction. And I'll now try taegive positive
answer.

First, at a lower level, we have direct ways of evaluating the systeireimvay you are asking
for e.g. by asking human beings to drive the simulation and comparing their behaviouhatth
produced by a software system.

We also have indirect ways, which will take a long time.

One of these indirect ways is by looking to see how well this framework genenaigs
explanations for things that psychologists and psychiatrists and social workersaghdreare
concerned about.

So, for example, recently, with two of my students, | produced the previously omattipaper
on emotions like grief (Wrightet al. 1996). What triggered this was my readirgitobiographical
report of a particular experience of intense and long lasting grief, writtelinesne whose much
loved friend had died following a long illness.

In our paper we made a first shot at trying to show how the phenomena might come out of
something like our architecture. In fact, the process of doing that forced ug titeation to some
things missing from the architecture, including support for experiences of pleasdifgaan, and
certain kinds of self-consciousness and self-evaluation, to define whatrit todae in control of
one’s own thought processes.

This led to further developments in the design, though not yet to implementation. Thus
comparison of a model with detailed phenomenological reports is one sort of evaluation.

Another is what happens when | show a paper like that to experts from other fielddjaal ¢
psychologists. To my pleasure and surprise, some of them are already sayinggetpaper is
relevant and helpful to them. In fact, when it was read by the editor of a joom&hilosophy,
Psychology and psychiatry, he immediately wanted to publish it. That does not aiveur
ideas are correct. It's only a partial initial indication that we may b&ingaprogress in a useful
direction.
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| regard this as a kind of indirect test, which doesn’t say our ideas are righst kays that we
seem to have some useful ideas that other people haven't got. But it may turn oahtke#sg else
is even better. And that’s how | think all science goes. You never can proahiag conclusively
correct or incorrect: you can only gradually get closer and closer to accheteds.

A.11 Testing by running a simulation

BLW: So, you point to some event that's happened in a simulation. And you say: why did this
happen? You may find as well as getting behaviour that seems to correlate withespée do, you

also observe behaviours that don’t correlate with what people do. And you may find anatiquia

in terms of some features of the architecture. Will you then go to a psydtiatrd say, do you
ever come up with an example of this?

Sloman: We might. And that would be interesting. However, as | explained previously |
think the problems we are addressing are enormously complex and certainly widersxlved

in my lifetime. Moreover our current thinking may be limited by our current un@deding of
architectures mechanisms and formalisms.

So for some time | don’'t expect that the main form of test will come by studying theac
behaviour of a working implementation of our ideas. Rather, an earlier phase, thetank of
planning the implementation is making us discover gaps in our thinking, making us understand
problem better, sending us back to the drawing board to extend either the requsepetification
(the niche description) or some aspect of the design.

For that we don’'t need implementations yet, though we do need to be trying to produce them.

However, implementations also have a cosmetic value. People will pagy attention to our
ideas if we can show them something working. It proves it’'s not all empty handigaivit can
drive development of a real implementation, unlike many so-called theofird.we also hope
eventually to produce a nice teaching tool for psychology students and others.

BLW: But don’t you get something out of running the implementation?

Sloman: | will get nothing out of running it, | think. That's my guess.
2?0

Sloman: Well, what | really want to do, is explore and understand design space. Whehl Igsi
nothing out of running it, that was a bit extreme — certainly it has some impact on auirtgi

And we may well get surprising behaviour. We may have to say, oops, there ishsngwee
haven't thought about, which we have to get back to and try to understand.

But equally, | personally don’t want to do a long line of experiments comparing an mguie
tation with human behaviour when | know in advance that there will be large diswigseecause
our implementations in the foreseeable future will be very much oversimg)iéind also because
people are so variable.

| regard itas more important to do a deep analysis of the problem, asking wénatefifferences
in designs will have in different situations. E.g. how will they affect speedorrectness or
precision of performance? | always want to move up to a higher level of undenstpoiivhat's
going on, and then perhaps do some tests to see whether the understanding is right. nBut mai
that test will consist in seeing whether the ideas are implementable.

But | don’t simply want to run a lot of tests to see what the program does if, insteaah,
formulate theoretical predictions of what the architecture is and is not cap&bl©f course,
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sometimes we get useful surprises from running the programs. But that in it8&léwf no value,
unless it can be related to a theoretical explanation of what's going on. When yeuhaerstood
something general, as a result of that surprise, that will be of value.

A.12 Can the architecture model different personalities

BP: A different question: Given the architecture you propose, how do you start to mofizkdif
personalities? Will they be just variations of the different components, higevay you said the
filter, or the change of management strategy, or would it be something that would bestelgnpl
different?

Sloman: In areal biological population, which is to have a social structure and a lot of catomer
the same general system has to generate some differences within individsiad teith, e.g. to
support divergence of function in the society.

Some of these differences will then be amplified by differences in individuarexques, e.g.
either growing up in Vienna or growing up in an African jungle, or whatever.

Although there may be minor variations within the architecture, | would expeoymidferent
kinds of personalities to be accommodated within the same general architexturedifferent
sorts of motive generators, different strategies for evaluating and cangpauativators, different
ways of assigning priorities and thresholds, different meta-managemeegstsgtand also many
differences within the pre-attentive automatic part of the architecaln@,t which | have said very
little because that’s not the main focus of my research.

In the long run, we need to explore types of genetic differences in human beings and see
whether we could find ways of implementing them. That raises many interegiggjions: What
is it that makes some of us want to be surgeons, and others want to be philosopherspmiaile
people are happy to be airline pilots or bus drivers? There clearly areatiffeinds of life-styles
and life preferences.

| do not claim that this is all genetically determined. It depends also on thatdxtevhich
individuals absorb information and strategies from the environment, e.g. how theyatgene
new perceptual categories and new motivators, or motivator-generators, eatasttomparators
through the process of growing up in a particular culture. Some of these may be kkgarde
as a change of architecture, e.g. acquisition of new types of abilities and new litvkselne
components. Remember that personality is not one thing but a large collection of atifmmrand
control structures distributed throughout the system.

That'’s really long term research.

| suspect we can explain within our genesattof architecture some very interesting individual
variations in terms of the kinds of ways different things are valued, and howetff@gents react
to the same situation.

There won't be enough variety in our little toy domain to support all of that. We woakt
a much richer scenario to support individual variations of the sort that humans haueling
different environments in which they develop. There may be a large set ofetembblems that
each individual has to solve because of the structure of the environment and which pardyce
term changes affecting future processing and behaviour.

So, a full study of personality would require us to investigate the whole range efelitfways
in which individuals can vary, both genetically and in their development, despéring a common
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generic architecture, at least at birth.

Whether and how we will ever be able to implement them, | don’t know. Only a tilnget
will be done in my life-time, that's for sure.
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