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Aaron SlomanSchool of Computer Science & Cognitive Science Research CentreThe University of Birmingham, B15 2TT, EnglandA.Sloman@cs.bham.ac.uk, http://www.cs.bham.ac.uk/~axsAbstractThis paper is about how to give human-like pow-ers to complete agents. For this the most impor-tant design choice concerns the overall architec-ture. Questions regarding detailed mechanisms,forms of representations, inference capabilities,knowledge etc. are best addressed in the con-text of a global architecture in which di�erentdesign decisions need to be linked. Such a de-sign would assemble various kinds of functional-ity into a complete coherent working system, inwhich there are many concurrent, partly indepen-dent, partly mutually supportive, partly poten-tially incompatible processes, addressing a mul-titude of issues on di�erent time scales, includ-ing asynchronous, concurrent, motive generators.Designing human like agents is part of the moregeneral problem of understanding design space,niche space and their interrelations, for, in theabstract, there is no one optimal design, as bio-logical diversity on earth shows.IntroductionA complete functioning agent, whether biological, orsimulated in software, or implemented in the form of arobot, needs an integrated collection of diverse but in-terrelated capabilities, i.e. an architecture. At present,most work in AI and Cognitive Science addresses onlycomponents of such an architecture (e.g. vision, speechunderstanding, concept formation, rule learning, plan-ning, motor control, etc.) or mechanisms and forms ofrepresentation and inference (logic engines, condition-action rules, neural nets, genetic algorithms) whichmight be used by many components. While such stud-ies can make useful contributions it is important to ask,from time to time, how everything can be put together,and that requires the study of architectures.Analysing possible architectures is closely related tothe task of de�ning an ontology for mental objects,states and processes (percepts, beliefs, desires, atti-tudes, intentions, moods, emotions, character, infer-ences, learning, etc.). Ideas about the ontology canhelp to guide design choices. However, exploring anarchitecture can reveal unexpected features of the on-tology it is capable of supporting, and that can feed

back into new ideas about ontologies and design re-quirements. So the processes of theorising, designing,implementing and experimenting are related in a cyclicfashion.At present I do not think we know much about thespace of possible architectures, and our ideas regardingthe ontology to be supported by such an architectureare still very primitive (having advanced little beyondfolk psychology, though that's as good a starting placeas any). So we are not yet in a position to choose onearchitecture, or even a sub-class. So all such work mustremain exploratory and speculative for the time being,including the work reported here.What is an architecture?What do I mean by \architecture"? A fully functioningsystem has architectures at di�erent levels of abstrac-tion, corresponding to di�erent implementation layers,e.g. there is the architecture of an underlying physicalmechanism (Turing machine, von Neumann machine,data
ow machine, neural net, chemical control mech-anism, etc.), the architecture of a complex algorithm(e.g. a parsing algorithm which has components thathandle di�erent types of sub-structure in the input),the architecture of an integrated collection of concur-rent software modules (e.g. the architecture of an op-erating system, or the architecture of a factory controlsystem). When computer scientists talk about archi-tecture they often mean to refer to the structure of thelowest level physical mechanism. There is a more im-portant notion of architecture for our purposes, whichis closer to what we mean by the architecture of a build-ing, or a large organisation. This refers to the largescale functional decomposition: it is the concept of ar-chitecture that might be used by a software engineer,or systems analyst.Besides di�erences in levels of abstraction or imple-mentation, there are di�erences in types of function-ality. A human-like agent needs to be able to per-form a large and diverse collection of tasks, both exter-nally (�nding and consuming food, avoiding predators,building shelters, making tools, �nding mates, etc.)and internally (interpreting sensory data, generatingmotives, evaluating motives, selecting motives, creat-



ing plans, storing information for future use, makinginferences from new or old information, detecting in-consistencies, monitoring plan execution, monitoringvarious kinds of internal processing, noticing resem-blances, creating new concepts and theories, discover-ing new rules, noticing new possibilities, etc.).At present we do not know much about the rangeof internal tasks performed by the human architecturesince neither observation of behaviour, nor introspec-tion nor neurophysiological studies can give direct in-sight into most of what is going on in abstract virtualmachines (for reasons indicated below). Neverthelesswe can start our exploration from our best currenthunches gleaned from all these sources.There is no unique design forintelligenceEven if the list of internal capabilities given above isa good start, we must not assume that all intelligentagents will have the same collection. Di�erent kindsof agents may have di�erent subsets. Even amonghumans there is enormous diversity, especially if weconsider extreme cases, such as Newton, Mozart, andidiot savants. Within an individual the collection ofcapabilities is not �xed either, as is clear both fromobservation of young children and studies of aging.Thus we should not assume that an intelligent agenthas a �xed architecture: part of the processes of learn-ing and development may include changes to the ar-chitecture, for instance development of major new col-lections of capabilities and development of new linksbetween old capabilities. Some individuals seem to goon developing and extending their architectures longerthan others. It may turn out that one of the most im-portant features of a human architecture, a source ofmuch of its power, is the potential for self modi�cationand the consequential diversi�cation within a cooper-ating community.Design space and niche spaceFor any collection of capabilities (i.e. for each set ofrequirements for a design) we can consider the de-signs that might implement such capabilities. In gen-eral there will not be unique design solutions. I havesummarised this in (Sloman 1993; 1995a; 1995c) bysuggesting that we need to explore a space of possi-ble designs for behaving systems (design space) anda space of possible sets of requirements (niche space)and the mappings between the two. It is not to be ex-pected that there is any one \right" architecture. Asbiological diversity demonstrates, many di�erent ar-chitectures can be successful, and in di�erent ways.There are di�erent \niches" (sets of requirements andconstraints) for which architectures can be evaluatedand compared, and such evaluations will not gener-ally yield a Yes/No decision, but rather an analysis oftrade-o�s, often involving several dimensions of com-parison. This comment does not imply that the spaces

are smooth continua without any sharp boundaries: onthe contrary, both are likely to have many signi�cantdiscontinuities (as should be obvious from the struc-ture of the space of designs for software systems) andpart of our task is to understand the nature of thosediscontinuities.Trajectories in design space and nichespaceOne task for AI and related disciplines is to investi-gate possible trajectories in design space and in nichespace, i.e. possible transformations from one design toanother or from one niche to another. This involves ex-ploring and analysing possible forms of development,adaptation and learning within individuals and alsopossible types of evolutionary change.Some changes occur within continuous regions of de-sign space and niche space (e.g. smooth increases inspeed of processing), while other trajectories cross dis-continuities, e.g. introducing a notation or mechanismthat (in principle) allows construction of nested sym-bolic structures of unbounded depth, going from a sys-tem of propositional logic to full predicate logic withquanti�ers, or going from a purely reactive architectureto one that includes deliberative capabilities (describedbelow).There are some types of changes that can happenwithin a single individual, such as the changes fromfrog spawn to tadpole to adult frog, or the change fromhelpless human infant to naughty child, to sophisti-cated quantum physicist. Other types of trajectoriesin design space are not possible within an individual,but require evolution across gradually changing gener-ations, or, in the case of artifacts, major re-engineering.For example, I suspect that there is no environmentalmanipulation that can transform a frog's egg into agira�e. I do not know whether some sequence of evo-lutionary pressures could lead from a frog to a gira�e,possibly via regression to a simpler form (a commonancestor).Whether any self-modifying arti�cial informationprocessing system could start with the ability to writecomputer programs in assembly language and some-how extend itself by inventing languages like Algol,Simula67, Lisp, C++, Prolog, etc. or by inventinga new type of operating system for itself, remains anopen research question, linked to other questions aboutmechanisms underlying human creativity.Since all organisms form part of the environment forother organisms (including others of the same species)evolution in the design of one can constitute evolutionin the niche for another, and vice versa. A study ofwhich forms of co-evolution are and are not possiblewould be an essential part of the study of trajectories.Another kind of trajectory is the evolution of a cul-ture, i.e. the collection of concepts, knowledge, skills,norms, ideals, etc. shared (to varying degrees) amongmembers of a community. There seem to be forms2



of learning that are possible in a culture but not inan individual (e.g. because they take too long to beachieved in one lifetime, or because they essentially in-volve interactions between individuals, such as socialand political developments). Another way of think-ing about this is to regard an enduring society as aparticular form of self-modifying agent with a complexdistributed architecture.A di�erent sort of question is whether a particulardesign permits instances to be assembled ready madein a laboratory or whether they would have to growthemselves. It may be physically impossible to assem-ble directly mechanisms that are capable of supportingcertain kinds of functional architectures (e.g. assem-bling a fully functional adult human brain), because ofthe 3-D structural intricacies. This does not rule outthe possibility of growing one in a laboratory, using so-phisticated developmental and learning processes. Butthose are long term research issues, on which we canreserve judgement.Whether a software equivalent to an adult humanbrain could be assembled in a fully functional form isanother question. The answer may turn out to be \yes"in theory but \no" in practice, if the system is to be im-plemented in physical mechanisms and operate withinhuman-like constraints of weight, physical size, speedof operation, and energy consumption. These are allquestions on which opinions will di�er until more re-search has been done.Must designs be intelligible?Another question on which there is disagreement iswhether the provision of a large set of capabilities, suchas those listed above, necessarily involves the creationof an intelligible design, with identi�able componentsperforming separate tasks, or whether the functional-ity could sometimes (or always?) emerge only in a verycomplex and incomprehensible fashion from myriad in-teracting components.For example, experimenters using genetic algorithmsto evolve neural nets to control a robot sometimes cre-ate networks that work, but which seem to be impos-sible to understand (not unlike some legacy softwarewhich has grown over many years of undisciplined de-velopment).This is related to the question whether a niche (i.e.a set of requirements) will always decompose into acollection of distinct capabilities which can be servedby distinct components of a design, or whether thereis always so much intricate \cross-talk" between re-quirements and between elements of designs that clean,intelligible, modular solutions will turn out to be im-possible, except in relatively trivial cases.1Even if designs are unintelligible at one level of de-scription, there may be higher level descriptions of im-portant features which can be discovered if only we1I've argued against certain sorts of modularity in vi-sion, in (Sloman 1989).

develop the right sets of concepts. Cohen and Stewart(Cohen & Stewart 1994) suggest that this emergenceof higher level order is a feature of all complex systems,including biological systems.How can an architecture be evaluated?Evaluation of an architecture (or a generic design fora family of related architectures) can take di�erentforms, depending on one's interests.For instance, someone with a practical objectivewould be primarily interested in observable perfor-mance. This could include multiple dimensions of eval-uation, involving input-output mappings, speed, run-ning costs, generality, precision, accuracy, adaptability.A much discussed (and maligned) criterion is theTuring test. The main point to note about this is thatit corresponds to a tiny subset of niche space (even ifinteresting regions of design space are potentially rele-vant, as Turing claimed, at least implicitly). For some-one interested in designs that �t other regions of nichespace, the Turing test would be of limited value: a ma-chine that passed the Turing test with 
ying coloursmight not be able to learn to 
y an airliner safely, orto interpret the sensory information and control themovements of a robot.Arguing about which performance criterion is cor-rect is just silly: di�erent criteria will be relevant todi�erent scienti�c and engineering goals.The task of designing a system satisfying observableperformance criteria may lead to a concern with in-ternal processes. For instance, whether a system canmodify its performance by changing its strategies whenthings go wrong will depend on what sorts of internalmonitoring, analysis and evaluation are possible, andwhat sorts of short term and long term internal self-modi�cation are possible. This in turn will depend onthe forms of representation and inference available, andthe generative power of the internal building blocks.Someone with a biological or psychological orien-tation, rather than practical engineering objectives,will have di�erent criteria for evaluating models, forinstance requiring a fairly close correspondence withinformation-processing states, and possibly even neu-ral mechanisms, within the organism being modelled.Detecting such a correspondence, or lack of it, maybe very di�cult, especially when the objective is toachieve a correspondence at a high level of abstractioncompatible with signi�cant di�erences in physical con-struction and di�erences in observable behaviour (justas di�erent human beings sharing many design featureswill di�er in their behaviour and capabilities).A more general and ambitious scienti�c concernwould be not just the evaluation of any particularmodel, or the study of any particular type of organism,but rather the comparative study of di�erent architec-tures and their relationships to di�erent niches. Thiscould also include an interest in possibilities for change:i.e. a study of possible trajectories in design-space and3



niche-space, as described above. In particular ques-tions about the power of an architecture may need todistinguish the power of the system at any particu-lar time and the potential for increased power throughlearning and self-modi�cation: consider the di�erencebetween a newborn human infant and other newbornmammals which walk, �nd the mother's nipple, andeven run with the herd shortly after birth.Designs for a new philosophyThis comparative analysis of types of designs andniches and their relationships is very close to old philo-sophical problems about the nature of mind, intention-ality, consciousness, etc.One di�erence is that whereas older philosophersused to ask questions like: \What is a mind?" or\What are the necessary and/or su�cient conditionsfor something to be conscious?" we can now ask \Howmany di�erent kinds of minds are there and how dothey di�er in their architectures and their capabili-ties?" These questions unify philosophy, psychology,biology and AI. (Though we must resist any temp-tation to assume that the concept of a mind is ini-tially clear, or that there are sharp boundaries betweenthings with and things without minds!)In philosophy, there is a long tradition of linking thepossession of mental states (beliefs, desires, intentions,etc.) with rationality, and this tradition has recentlymanifested itself in Dennett's notion of the \intentionalstance" and Newell's \Knowledge level" both of whichrequire that actions be explainable in terms of beliefsand desires as if the agent were rational. Howeverfrom our broader standpoint we can explore a vari-ety of more or less \rational" architectures and assessthem from di�erent standpoints. E.g. for genes toperpetuate themselves it may be essential that agentssometimes behave in a manner that is not rational fromthe agent's viewpoint. There are many ways in whichexploring design space can shed light on philosophicalproblems. Is the task too hard?Given the enormous diversity in both design space andniche space and our limited understanding of both, onereaction is extreme pessimism regarding our ability togain signi�cant insights. My own attitude is cautiousoptimism: let us approach the study from many di�er-ent directions and with many di�erent methodologiesand see what we can learn. Even the discovery that aparticular approach does not get very far is an advancein knowledge.In particular, the Cognition and A�ect group atBirmingham has been trying to use a combinationof philosophical analysis, critical re
ection on sharedcommon sense knowledge about human capabilities,analysis of strengths and especially weaknesses incurrent AI systems, and where appropriate hintsfrom biology, psychology, psychiatry and brain sci-

ence, to guide a combination of speculation and ex-ploratory implementation (e.g. using the general-purpose Sim agent toolkit (Sloman & Poli 1996)). Theimplementations inevitably lag far behind the specu-lation! The rest of this paper illustrates some of thespeculation regarding functional decomposition 2. Ihave speculated elsewhere about the diversity of formsof representation required in systems with human-likeintelligence 3.\Broad" agent designsFor now, let us ignore most of the types and levelsof architecture and focus mainly on the highest levelfunctional architecture: the global organisation of acollection of coexisting, interacting, capabilities, eachof which may be described at a high level of abstrac-tion, for instance, receiving or collecting informationfrom the environment, analysing such information, in-terpreting the information; making plans to modifythe environment, modifying the environment, moni-toring modi�cations; generating new motivators, as-sessing motivators, working out costs and bene�ts ofmotivators, assessing likelihood of success, decidingwhether to accept or reject them; monitoring inter-nal processes, evaluating internal processes, modifyinginternal processes; and many more, concerned with dif-ferent time-scales, di�erent spheres of in
uence, di�er-ent purposes. (Not all purposes need ultimately bethose of the agent: e.g. much of animal behaviourserves the needs of a community, or a gene-pool, ratherthan the individual.)This focus on the problem of combining a large num-ber of diverse kinds of functionality, each of which maynot (at �rst) be speci�ed or modelled in much depth,has been dubbed the \broad and shallow" approach bythe OZ group at Carnegie Mellon University (Bates,Loyall, & Reilly 1991).Three levels of controlWithin this framework I'd like to o�er some specula-tions about the gross features of the human informa-tion processing architecture. These speculations areprompted by re
ection on (a) many facts about humancapabilities, (b) considerations regarding evolution ofintelligence and (c) engineering design considerationsinspired by re
ection on limitations of current AI sys-tems.A brain is, above all, an information processing con-trol system. I'd like to suggest that there are threerather di�erent sorts of control, which might haveevolved at di�erent times.2Reported in several previous papers (Sloman &Croucher 1981; Sloman 1987; 1989; 1992; 1993; Beaudoin1994; Sloman 1995c; Wright, Sloman, & Beaudoin 1996toappear). Compare (Simon 1967).3E.g. see (Sloman 1971; 1994; 1995b)4



1. A reactive subsystemThe �rst sort has been the focus of a lot of interest inrecent years, in connection with \reactive" agents. Ina purely reactive agent (or one sort of reactive agent)information is acquired through external sensors andinternal monitors and propagates through and aroundthe system, and out to e�ectors of various kinds.This leaves open the possibility of some e�ects be-ing counterbalanced by opposing tendencies, or someof the outputs of sub-components being gated or inhib-ited by others. Many di�erent relatively unintelligentmechanisms of con
ict resolution can �t into a reactivesystem. What a purely reactive system cannot do isexplicitly construct representations of alternative pos-sible actions, evaluate them and choose between them,all in advance of performing them.Processes occur in parallel in a reactive system be-cause there are dedicated coexisting circuits. I presumethere are many organisms like that (e.g. insects), andolder, more primitive parts of the human brain are alsolike that.In human beings, and possibly other animals, thereare forms of learning, or rather training, that extendthe capabilities of the reactive sub-mechanism. Thuswe can distinguish designs for reactive systems that arelargely static (apart from dynamic tuning of feedbackloops perhaps), and designs that are extendable, pos-sibly under the control of other mechanisms within theglobal architecture.2. A deliberative subsystemOne of the major characteristics of a reactive system asconceived here is that all responses, whether internalor external, happen as soon as their triggering condi-tions are satis�ed (provided that the response is notinhibited as a result of another reactive mechanism.)This principle of automatic triggering is independent ofhow the system is implemented, e.g. whether it uses acollection of neural networks, or condition-action rulesin a symbolic rule interpreter, or something like proce-dure calls in a programming language, or just a hard-wired circuit.If such a system is well matched to its niche, thefact that it is relatively in
exible and unintelligent isof no concern. It could be that insects are like this.Perhaps those mammals (e.g. deer) which are bornwith sophisticated capabilities that enable them to runwith the herd also have an essentially reactive controlsystem.Such a system can break down when the pre-designed collections of conditions for triggering re-sponses are confronted with new situations for whichno appropriate responses are available. This is typicalof the sort of niche that requires our second main typeof control architecture, a \deliberative" architecturewhich is able to assemble new combinations of actionsto cope with novel contexts.In general the space of such combinations is explo-

sive in its complexity4, and that means that if the newcombinations have to be tried out by acting on thema very large number of experiments will be required,which may be both time consuming and very danger-ous. So it is bene�cial if the search can be done hypo-thetically, using some kind of model which is evaluatedinternally.That sort of niche requires designs that include atype of memory in which temporary structures can becreated, evaluated and then tried out. It may requirestorage of a number of di�erent temporary structures,e.g. alternative plans that have to be compared insome way prior to selection. (This is the core di�erencebetween a deliberative and a purely reactive system.)The processes which create, modify, compare, eval-uate, select such new structures may themselves beimplemented using more primitive reactive systems,which unlike the previous ones are primarily concernedwith operations on an internal world rather than oper-ations on the environment, though the result of theirmanipulations can be improved ability to operate onthe environment.This kind of deliberative mechanism, by de�nition,does not have pre-allocated resources for various func-tional capabilities: rather it is using a general subsys-tem to create and evaluate new capabilities includingsome which are then rejected.There are many implications of this. In particular,because the same facility is being re-used for di�erentsub-tasks, questions about resource limitations arise,which are not relevant to reactive systems where ded-icated circuits exist for the di�erent sub-capabilities.Other obvious questions arise, such as whether andhow these newly created structures can be stored andretrieved in similar contexts in future.Yet another problem is whether the re-activation ofa previously constructed plan necessarily makes use ofthe same mechanisms as create new solutions to prob-lems, so that it is not possible then to use the deliber-ative mechanism to solve a new problem while one ofits previous products is being used.A possible solution is to transfer newly constructedsolutions to the reactive subsystem, where they canin future be run in parallel with new deliberative pro-cesses. This seems to be a feature of many kinds ofhuman learning, including familiar examples such aslearning to drive a car, learning to read text or sightread music, becoming a 
uent programmer, learningmany sporting skills.In previous papers my colleagues and I (largely in-spired by (Simon 1967)) have been exploring some ofthe consequences of the division of labour between a re-active system and a deliberative system, including theimplications of concurrent triggering of new motivesby the reactive system, sometimes when the deliber-4If K choices have to be made from N types ofcomponents there will be of the order of NK possiblecombinations.5



ative system is overloaded, necessitating some sort of\attention �lter" to protect processes that are urgent,important and di�cult. Some emotional states can beinterpreted as arising out of \perturbances" in suchan architecture (Wright, Sloman, & Beaudoin 1996toappear).3. A meta-management subsystemThe third sort of control system, which we have previ-ously described as a meta-management system (e.g.(Beaudoin 1994; Sloman 1995c; Wright, Sloman, &Beaudoin 1996to appear)) is concerned with monitor-ing and control of the deliberative mechanism.The idea is that just as a reactive system may su�erfrom excessive rigidity in a changing environment, somay a deliberative mechanism. In particular since theenvironment of the deliberative system is in part theinternal architecture of the agent, and since that en-vironment changes as the products of the deliberativesystem are stored and made available for future use,it is very likely that what works in the early stages ofan agent's development may not be very good at muchlater stages. For this and other reasons it would beuseful for internal monitoring mechanisms to be ableto keep records of processes, problems, decisions takenby the deliberative mechanism, and perform some kindof evaluation, relative to high level long term genericobjectives of the agent (some of which might be deter-mined genetically, and some of which might be learntin some way, including possibly being absorbed from aculture).5Generic objectives could include such things as notfailing in too many tasks, not allowing the achievementof one goal to interfere with other goals, not wasting alot of time on problems that turn out not to be solv-able, not using a slow and resource-consuming strategyif it turns out that a faster or more elegant method isavailable, and detecting possibilities for structure shar-ing among actions.Although such a meta-management system mayhave a lot in common with a deliberative sub-system,the point of making the distinction is that the delib-erative mechanisms could exist without the kinds ofself-monitoring and self-assessing capabilities just de-scribed. In fact, I conjecture that comparative studieswill show that that is the case in many animals. More-over just as deliberative mechanisms can vary in theirscope and sophistication so also can meta-managementmechanisms.It might be argued that if meta-management isneeded then so also is meta-meta-management, and soon. However, the three kinds of subsystems may suf-�ce if the kinds of self-monitoring and self-modifyingcapabilities which I've ascribed to the third layer canbe applied to itself. We then need no new kind of sub-system.5For more on reasons for self-monitoring see (McCarthy1995).

There are many unanswered questions. For exam-ple, experience with computing systems suggests thatit is di�cult or impossible for everything to be moni-tored: in fact in the limiting case that would producean in�nite regress of monitoring mechanisms. It mayalso be the case that there are incompatibilities be-tween the requirement for certain processes to be in-ternally monitored and the requirement for them torun fast on dedicated circuits. This could imply, forexample, that the self-monitoring mechanisms used formeta-management cannot have direct access to all thedetails of the workings of the reactive system.To overcome this, special additional circuits withinthe reactive system might be used to transfer infor-mation about low level processes to deliberative andmeta-management processes which can use it for highlevel evaluations of current activities. Such \internalperception" mechanisms could simplify and abstract,if that su�ces for the job, in which case higher levelswill have access only to incomplete and possibly mis-leading information about what is going on, not unlikesenior management in a large organisation!These design problems are relevant to a lot ofcontemporary discussions about consciousness, qualia,and the role of introspection. My own view is that thevast majority of what is written on such topics (evenby distinguished scientists) is of dubious value becauseit has not been based on an implementable theory ofthe architecture which could support the concepts usedby the discussants. (I am not restricting considerationonly to computational implementations.)Further questionsThe sort of discussion presented here needs to be com-bined with the more familiar AI research on formalismsand algorithms. It could well turn out that quite dif-ferent formalisms are suited to the di�erent tasks. Dif-ferent formalisms and ways of manipulating them mayrequire the existence of di�erent kinds of representa-tional media.In particular a reactive subsystem may be able touse forms of representation and control which are notsuited to a deliberative system, including, in the ex-treme case, hard-wired circuits and re
exes. If so thatraises interesting problems about what happens whenas a result of training new structures created by thedeliberative system get implanted (or transplanted?)to the reactive subsystem.Is the very old idea that some forms of learning area bit like compiling from a high level to a low levellanguage supported by this?Alternatively might it be that the very informationstructure that is created by a deliberative mechanismcan also be used by a reactive system, but in a far less
exible (though speedy) fashion?Too often it seems that debates about mechanismsand formalisms (e.g. logical notations vs neural nets)are conducted in a spirit in which issues of partisan-ship, or fashion, have more in
uence than scienti�c6



considerations. I suspect that by asking how all thevarious components can be put together into completeworking systems we may be able to make more progresswith such problems and even learn that instead of hav-ing to choose between apparently incompatible optionswe have to use both, but in di�erent parts of the sys-tem. In short, debates about which sorts of formalismsare best should be replaced by investigations mappingformalisms to tasks, within the more general study ofrelations between designs and niches.Other aspects of the architectureClaiming that an architecture has reactive, delibera-tive and meta-management sub-systems does not im-ply that each of these is a monolithic mechanism, orthat everything in the architecture must �t neatly intoone of these categories.Perception is an interesting example. In an agentwhose complete architecture is reactive, perceptualmechanisms will use �xed algorithms for analysingtheir input and determining what should be sent on toother parts of the system. Where the architecture in-cludes a deliberative component, however, a perceptualsystem could have a dual role, namely both feeding in-formation directly into the reactive subsystem and alsocollaborating with the deliberative system when it con-structs and evaluates alternative possible action plans.A chess-player working out what move to make will of-ten �nd it useful to stare at the board and use it as anextension of short term memory (though a more ad-vanced player can do this all internally). Similarly ananimal considering how to pick something up, or whichroute to take across a cluttered environment, may �ndthat the problem is easier to solve while the environ-ment is visible, again because the perceptual structuresform part of the re-usable short term memory structurerequired for creating and evaluating options.The often rediscovered fact that humans use spatialrepresentations for solving many kinds of problems, in-cluding some very abstract problems, may be a man-ifestation of the overlap between a spatial perceptionmechanism and the deliberative mechanism. On theother hand, the visual feedback that allows smoothand rapid movement of a hand to pick up a cup couldbe an example of a deep connection between spatialperception and some reactive mechanisms.If all this is correct, perceptual mechanisms are nei-ther entirely in the reactive subsystem nor entirely inthe deliberative subsystem. Similar comments couldapply to the motor output system, if the reactive sub-system sometimes controls it and at other times thedeliberative subsystem takes over, or if both can besimultaneously involved in di�erent aspects of the con-trol of behaviour, e.g. thinking about phrasing anddynamics by performing a well-rehearsed piece of mu-sic.A di�erent sort of point concerns the questionwhether within the perceptual system there is a need

for a distinction between reactive and deliberative sub-systems. It may be that the perception of complexstructures (e.g. hearing grammatical sentence struc-tures, or seeing a complex piece of machinery) requiressome ambiguities of parsing or local interpretation tobe resolved by temporary construction of alternativeswhich are compared. If so, a perceptual mechanismmay need to include something analogous to delibera-tive mechanisms, though possibly tailored speci�callyto the tasks and forms of representation in that modeof perception. (This was taken for granted in much AIvision research in the 1960s and 1970s, but later wentout of fashion.) MotivationI have hinted that new motives can be generated asyn-chronously in di�erent parts of the system. How allthese motives are managed is a complex topic that hasnot been investigated much in AI6.In psychology and neuroscience, I have the impres-sion that much of the study of motivation, emotionsand related states and processes, has assumed that hu-mans are essentially the same as other animals, suchas rats. This assumption may be misleading. Motiva-tional processes in an agent whose deliberative mecha-nisms can explicitly represent the long term future mayhave signi�cant additional complexity compared withthe processes that occur in a rat, for example. Can thelatter feel humiliated, guilty, awe-struck or driven by along term ambition?Agents that can learn through positive and negativereinforcement will have their motivational mechanismslinked to their learning mechanisms so that rewardsand punishment bring about changes. Agents that alsoinclude meta-management, i.e. agents that are capableof monitoring, evaluating, and modifying high level as-pects of their own internal processes, will be capable ofhaving very abstract types of motivation that simplycould not occur in agents with simpler architectures,for instance the desire to be an honest and generousperson.There is much more to be said about motivation,moods, character, personality, and the like. In partic-ular, requirements for concurrency and independenceof various subsystems can lead to a variety of kinds ofstates in which subsystems disturb one another, pos-sibly producing less than optimal global performance.Some human emotional states, including states thatare too sophisticated to occur in rats, may be like that.Some AI researchers believe that it should be thegoal of AI to design agents that overcome human lim-itations while displaying all their strengths. This maynot be possible if some of the limitations are inevitableconsequences of the mechanisms and architectures re-quired to produce those strengths.6Though see (Beaudoin 1994) and references therein.7
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